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Abstract—This paper introduces a new system capable of
adaptively managing multimedia contents (e.g. music, video clips,
etc.) and lighting scenarios based on the detected user’s emotional
state. The system captures the emotion from the user’s face
expression mapping it into a 2D valence-arousal space where the
multimedia content is mapped and matches them with lighting
color. Results of preliminary tests suggest that the proposed
system is able to detect the user’s emotional state and manage
proper music and light colors in a symbiotic way.

I. INTRODUCTION

In the last years, research in the context of smart home au-
tomation systems has focused on how automation systems can
be controlled based on the user’s physiological and behavioral
characteristics or facial cues [1]. In particular, several studies
have argued how emotion recognition and regulation can help
to reduce various stress-related health problems [2] and how
music and colored lights can be handled to support it [3].
However, to the best of our knowledge, no studies introduce
and test systems able to manage music playlists and ambient
lighting scenarios, in a symbiotic way, according to the user’s
emotions. Anyway, a lot of basic research has been conducted,
which can be useful to achieve this goal, by using lighting
and music stimuli. Researchers tried to investigate the link
between human emotion and color association [4], [5] and the
association between music and colors [6], and several methods
have been proposed in literature with the aim to classify
music tracks according to human emotions [7], [8]. Fernandez
et al. [3] proposed a theoretic approach to perform emotion
regulation based on music and colored lights management.
All this knowledge together with the technology available
nowadays leads to the effective implementation of new human-
computer interaction paradigm, e.g. symbiotic interaction [9].
In this context, the proposed system aims to detect facial
expressions of a person in front of a camera, recognize his/her
emotions, and match them, in a symbiotic way, to a specific
ambient lighting scenario and music track.

II. THE PROPOSED SYSTEM

The basic idea is to make an environment sensitive and
responsive to the person’s emotions. In particular, the proposed
system detects the mood of a person within the environment,
and manage the ambient lighting color and music, in order to

provide a symbiotic experience. To this end, it integrates differ-
ent technologies and implements an algorithm able to manage
music tracks and lightning colors based on human emotions.
It detects the person’s facial expressions and associate them
to the six basic Ekman’s emotions [10] (happiness, surprise,
sadness, anger, disgust and fear) plus the neutral expression.
Regarding ambient lighting management, we considered a
total 7 color transitions. Emotion-color association has been
defined based on the findings reported in [2] and [3]. To
validate the assumed color-emotion association a survey has
been carried out, which involved about 300 people. In order
to associate music track to the basic Ekman’s emotions in
an objective way, we considered the two-dimensional space
valence-arousal introduced in [10]. Using the valence and
energy (i.e. arousal) values it is possible to map music track
within the two-dimensional space valence-arousal [11]. To
extrapolate valence and energy (i.e., arousal) for each music
track, the Spotify Web APIs [12] can be used, which provides
metadata for each song (i.e., genre, bpm, energy, loudness,
valence, popularity, etc.). Since a determined medium range
of valence and arousal characterizes every musical genre, we
classified music tracks by considering 7 music genres: Pop,
Rock, Classical, Latin, R&B, Jazz, and Metal. Then, for each
genre, we associated valence-arousal space coordinates to the
basic Ekman’s emotions. In this way, once selected a certain
music genre, the algorithm is able to determine the best match
between emotions, color lighting and music tracks.

III. PROTOTYPE ARCHITECTURE

To support test with user a system architecture 1 has been
defined and implemented. The hardware architecture requires
the use of an Intel NUC mini-PC, an iPad, a Logitech Brio
4K webcam, a Brightsign Media Player for 4K multimedia
content, a 49” Samsung 4K TV, a Crestron DIN-DALI-2
controller to drive two tubes and a plate of LED lights and a
high-performance speaker. The NUC should act as a central
server: the Logitech webcam has been connected via USB to
stream the video that will be processed frame by frame via a
Convolutional Neural Network (CNN, EmoTracker) trained on
the FER+ dataset [13] able to recognize the aforementioned
7 different facial expressions. The iPad is connected to the
NUC via a Wi-Fi connection: on it, a web interface that
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Fig. 1: Hardware and software architecture of the proposed
system.

allows the user to select his/her preferred music genre; the
choice will be after sent to the server that will expose a REST
interface awaiting for instructions. On the basis of the received
command, the NUC have to manage the control logic. Once
the UDP packets are sent to the Brightsign Media Player to
activate the videos in the predefined sequence, the NUC will
be able to contact the Spotify APIs to match the mood detected
by the EmoTracker and the previously chosen music genre, to
the most suitable song in the Spotify database. Such database
includes the top 100 most popular songs of Spotify for each of
the considered music genres. Moreover, the main server will
pilot (always via UDP) the Crestron light system to provide
the most appropriate light with the average mood detected by
the EmoTracker while the user is watching the video.

IV. EXPERIMENTAL ASSESSMENT

An experiment that involved a total of 30 participants
(15 male, 15 female, aged between 26 and 57) has been
carried out. The experimental session took place in a dimly
illuminated room predisposed with a 49” TV, a webcam, two
speakers, a light system, and a tablet. In order to avoid any
distraction from the tasks, the room has been organized with
as fewer objects as possible and the researcher intervention
is delivered and supervised from a different room. Before
the experiment, the subject was asked to select, through the
tablet, his favorite music genre. The execution of the whole
experiment consisted in two separate sessions: the “emotion
elicitation” and the “reaction session”. In the first one, the
subject underwent the viewing of a 30-second video clip
(stimulus) selected from the FilmStim database validated by
Schaefer’s studio and collaborators [14], in order to arouse
a particular emotional state. The order of the video clips
was previously defined in order to ensure counterbalance
across subjects. While watching the videos, the subject’s facial
expressions were analyzed by our system. Once the video

has ended, the second session starts and the system plays a
song excerpt of 30 seconds, through the Spotify Web APIs,
according to the results of the facial expression analysis.
Moreover, the light system will adapt its color and intensity
to reflect the user emotion felt during the video according to
the results of the survey conducted earlier. At the end of the
experiment, the subject was asked to fill out a questionnaire
to assess the reliability of the system. Overall, the experience
lasts 1 minute plus the time needed to fill the questionnaire.

V. CONCLUSION

Experimental results arising from the questionnaire evi-
denced that 73% of the subjects believe that the matching
between the mood experienced during the video and the
multimedia scenario (music and lights) proposed by the system
is accurate. Future studies are needed to deepen understand the
correlations between emotions-music-lights and consequently
improve the system effectiveness.
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