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Introduction

In a world of changing climate and increasing occurrence of natural hazards, the
role of environmental factors in shaping migration patterns throughout the world
has become a major importance challenge. The relationship between environmen-
tal factors and human mobility has gained visibility and a compelling urge to be
addressed during the past few decades in the global policy agenda and more re-
cently within academia. The most recent IPCC Sixth Assessment Report shed light
on alarming future scenarios caused by climatic variations and modified environ-
mental conditions all over the world and advised for necessary measures to contain
damages and reduce disaster risk. Well-documented scientific evidence shows the
increase of extreme and frequent disruptive events, caused by climatic variations.
Unfavourable environmental conditions directly impact many aspects of human
lives, through livelihoods, economic activities, the habitability of certain areas or
development perspectives. This raises the need to address the linkages with human
mobility, among other potential impacts. Both sudden and gradual environmental
changes may intervene in determining the decision to migrate. However, disentan-
gling the role of determinants to migration has been the object of research efforts for
decades, with a general consensus reached around the extreme complexity of fac-
tors. The undeniable relevance of altered conditions due to climate change urged
the inclusion of environment-related factors in those frameworks. The intricacy of
the relationship cannot be only retraced in the many manifestations of climatic and
hazardous events in the different parts of the world. Frequency and intensity are ac-
companied by matters of timing, location and preexisting conditions of populations
and areas. Furthermore, mobility can itself take many forms, in a scale that goes
from momentary displacement to neighbouring areas to longer-term international
migration, in a complex multi-causal combination of factors.

This dissertation moves from the need to address evidence-based indications on
the relationship between environmental factors and migration. The starting point is
an overview of academic contributions produced until now concerning the subject.
Moving away from a canonical literature review, a novel approach is introduced
in Chapter 1 and further developed and integrated into Chapter 2. The necessity
to overview the extreme heterogeneous outcomes and non-consensual conclusions
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drawn on the magnitude and sign of the relationship led this dissertation to gather
the most extensive ensemble of economic literature in the field and thoroughly anal-
yse it in a three-fold methodological strategy. A preliminary bibliometric analysis
of the main features of all contributions collected shows an extreme heterogeneity
of approaches, methodologies and, most importantly, outcomes, which raises the
assumption of the existence of potential inter-connectivity between the documents
and the formation of club-like communities. This assumption is tested and proven
by detecting communities of contributions on the citation-based network of the en-
tire sample of documents (Chapter 1). A further step is taken in Chapter 2: to test
the validity of the assumption, I built a unique dataset of estimated coefficients in-
cluded in empirical analyses having a measure of mobility as the dependent variable
and environmental factors as regressors to run a meta-analysis and detect the aver-
age size effect. Accounting for potential sources of heterogeneity between studies,
the emerged clustered structure is applied to separate conditional meta-regressions.
Cluster-by-cluster effect sizes converge towards different and opposite outcomes
and conclusions.

The following two chapters of the thesis provide two different applications to migra-
tion modelling. Chapter 3 capitalises on Social Network Analysis tools to provide
a detailed descriptive analysis of international migration flows spanning the last 30
years (1990-2020) by using the most recent data source available to detect factors of
evolution or stability. The analysis goes beyond well-known descriptive tools of the
network by applying a technique of visualisation of the hierarchical structure of the
network which, to the best of my knowledge, has not been used yet to model migra-
tion networks. The structure resulting from the extraction of the minimal spanning
tree displays some important features of the World Migration Network in the last
three decades and reveal many linkages with predictions issued from gravity mod-
els applied to migration. Exploiting the dyadic structure of data analysed in Chapter
3, a gravity approach to migration and environmental factors is provided in Chapter
4.

The evidence emerged from the three-stage analysis of the literature (Chapter 1-2)
motivates the assumptions that underlie the model applied in Chapter 4: occurrence,
frequency and intensity might not explain entirely the impact exerted by hazardous
events on different regions. Natural disasters interact directly with intrinsic charac-
teristics and conditions of the affected area in a complex interplay of risk dimensions
determined by physical, social, economic and environmental factors. The three di-
mensions of exposure, vulnerability and lack of coping strategy are then analysed
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and included in a structural gravity model applied to migration to assess their com-
bined and single weight.

Overall, this study provides an extensive framework of analysis on environmentally-
driven migration and a picture of the complex heterogeneity of the relations be-
tween the two phenomena. Drawing from existing contributions and offering novel
methodological and conceptual applications to the analysis, this work is intended as
an attempt to contribute to the ongoing debate on the topic.
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Chapter 1

Mapping the Literature on
Environmental Migration

1.1 Introduction

As opposed to a simplistic vision of a general direct role of environmental factors
in determining migration flows from environmentally stressed areas and regions hit
by calamities, more complex scenarios have been the result of investigations, with
analyses reporting different and sometimes opposite outcomes. This may not only
be due to the intrinsic complexity of their extent and scale, but also to differences in
specific characteristics of scientific contributions.

This chapter aims at mapping the economic literature on these topics moving away
from a classical literature review and offering a methodology that integrates multi-
ple approaches in a sequence. The analysis starts with systematic research of the lit-
erature through main bibliographic databases and collecting previous reviews and
meta-analyses, followed by a review and bibliometric analysis of all resulting pa-
pers. This first step produces a sample of 151 papers empirical and non-empirical
contributions, spanning the last 20 years and focusing on different geographical ar-
eas, taking into account different socio-economic factors, applying different method-
ologies and empirical approaches. Most importantly, the sample provides a variety
of different outcomes on the impact of climatic changes and hazards on migration,
revealing three main possible scenarios: (1) active role of environmental factors as
a driver of migration; (2) environmental factors as a constraint to mobility; (3) non-
significant role of environmental factors among other drivers of migration.

To investigate the determinants of this extreme heterogeneity of outcomes, an as-
sumption is postulated: the inter-connectivity of papers may play a role in shaping
such opposite conclusions. Considering the ensemble of papers referenced by each
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contribution included in the sample, as a second step, a bibliographic coupling net-
work is built, where papers are linked to each other according to the number of
shared references. This citation-based method allows for the formation of a net-
work of contributions in the literature space and highlights some potential common
grounds among papers. The community detection on the resulting network pro-
duces four main clusters that gather papers together according to not only certain
characteristics of the analysis but also resulting outcomes.

The clustered structure will then be included in the meta-analysis presented in Chap-
ter 2: estimated effects of environmental variables on human mobility will be tested
through meta-analytic tools to summarise and analyse the literature on environmen-
tal migration. This chapter is structured as follows: Section 1.2 offers a systematic re-
view of the literature and gives a detailed description of the data collection process;
Section 1.3 analyses the structural characteristic of the network of the bibliographi-
cally coupled papers; Section 1.4 details the characteristics of clusters and comments
on their structure.

1.2 Systematic review

This section details the different phases of the systematic review. Each step is schemat-
ically described to facilitate the understanding of the procedure. The main aim of
this section is to provide the most comprehensive sample of economic contributions
on the relationship between climatic variations and natural hazards on the one side
and human mobility in all its different forms on the other. To do so, a systematic
review is implemented and aimed at mapping the largest extent of the body of lit-
erature and defining the boundaries of our focus. Systematic reviews have become
highly recommended to conduct bibliographic overviews of specific literature be-
cause they provide a tool to transparently report a synthesis of the state of the art of
a field through to a structured methodology (Page et al., 2021). To allow for compa-
rability with previous meta-analyses and reviews, the sample also includes all the
articles included in two recent meta-analyses, Hoffmann et al. (2020) and Beine and
Jeusette (2021). Systematic reviews begin with the definition of the research question
and the main keywords, to gather and collect data in a sample of contributions. The
definition of inclusion and exclusion conditions is followed by a screening by title
to exclude off-topic contributions and then to a screening of the text to assure the
uniformity of contributions. The resulting sample is then the object of a preliminary
bibliometric analysis.
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FIGURE 1.1: PRISMA Diagram

Note: PRISMA Diagram (Liberati et al., 2009) of identification, screening, eligibility and inclusion stages of aca-
demic contributions. The resulting sample is obtained through search on Scopus, Web of Science, Google Scholar,
IDEAS RePEc, and previous meta-analyses (Hoffmann et al., 2020; Beine and Jeusette, 2019).

Figure 2.1 shows the PRISMA diagram (Liberati et al., 2009) of the process of
identification, screening, eligibility, and inclusion of contributions in the final sam-
ple. The following paragraphs describe each step in detail. The resulting sample in-
cludes all kinds of economic contributions, both quantitative and non-quantitative1.
For the purpose of the analysis hereby presented, the choice is to keep every eligible
contribution that can be of interest in building the taxonomy of the whole concerned
literature, as they may play a role in building links between different contributions.
Non-quantitative (policy, qualitative or theoretical) papers may participate as well
in the development of research fronts or to give a direction to a certain thread of
contributions and incidentally affect the detection of clusters. These reasons led to
building the citation-based network and performing the network analysis and the
community detection on the whole sample, while the sample for the MA is restricted
only to quantitative contributions that meet the coding requirements.

1 In Chapter 2 an additional level of inclusion is included: the first level hereby considered identi-
fies the sample of contributions included in our network analysis, while the second level will restrict to
quantitative analyses suitable for the meta-analysis. The motivation behind this choice is that to con-
duct a meta-analysis it is crucial to select only comparable papers that provide complete information,
which implies the exclusion of papers that do not comply with the requirements of a meta-analysis.
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1.2.1 Definition of the research question and keywords

The purpose of the systematic research is to collect all economic contributions on the
impact of environmental factors on migration determinants. Three main keywords
are defined, capturing in a general way the three main phenomena under study. The
first keyword is “climate change”. As part of the environmental factors, the role of
climate change is widely the most investigated across the literature on migration
determinants. The events connected to climate change are hereby intended as slow-
onset events that gradually modify climatic conditions in the long run. The focus is
specifically on the variation of temperature, precipitation, and soil quality (such as
desertification, salinity, or erosion), factors that are not expected to cause an immedi-
ate and sudden expected impact, but slowly modify environmental conditions. The
second category is identified by the keyword “natural disasters”, defining fast-onset
events that present themselves as a hardly predictable sudden shock. The classi-
fication is drawn on the classification made within the framework of the EM-DAT
(Emergency Events Database) developed by the Centre for Research on the Epidemiol-
ogy of Disasters (CRED): geophysical, meteorological, hydrological, climatological
and others (see table C.1 for a detailed list of categories and relative events).

Finally, “migration” is the last keyword. The intent is to observe the phenomenon
under a large spectrum of possible patterns of human mobility. Along with interna-
tional migration, internal mobility is also included (within the borders of a country)
which is very likely to be a potential response to environmental change. Internal
mobility includes also the process of urbanisation, the specific channel of popula-
tion moving out of rural areas to settle in cities.

1.2.2 Data collection and initial search results

The data collection process is articulated in three main groups: database sources,
working papers, previous meta-analyses. The first collection step implies the choice
of the database to search on. Two main databases of literature are selected: Scopus,
a database created by Elsevier, and Web of Science, a service provided by Clari-
vate Analytics. They collect, respectively, more than 12 thousand and 8 thousand
journals, including social sciences (thus economics). Compared to other common
sources (such as Google Scholar), they have many advantages: they allow for re-
stricting the search to specific areas, provide detailed information about the specific
contribution and allow for the extraction of the full list of references cited by the
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TABLE 1.1: Classification of natural hazards

Category Definition Type of hazard

Geophysical Hazard originating from solid earth
Earthquake
Mass movement (rock fall,
landslide)
Volcanic activity.

Meteorological Hazard caused by short-lived extreme weather and
atmospheric conditions that last form minutes to days

Storm (tropical and extra-
tropical storm, convective
storm)
Extreme temperature (cold
wave, heat wave, severe
winter)
Fog

Hydrological Hazard caused by the occurrence, movement, and
distribution of water

Flood
Landslide (wet)
Wave action

Climatological
Hazard caused by atmospheric processed ranging
from intra-seasonal to multi-decadal climate
variability

Drought
Glacial lake
Wildfire

Others
Hazard caused by other causes, such as exposure to
toxic substances, vector-borne diseases carried by
living organisms, impact of extraterrestrial objects

Epidemics
Insect infection
Miscellaneous*

Note: Classification made within the framework of the EM-DAT (Emergency Events Database) developed by the Cen-
tre for Research on the Epidemiology of Disasters (CRED). https://www.emdat.be/classification
*This category includes biological and extraterrestrial events which, however, are marginally covered by the litera-
ture in a small number of contributions.

paper.2 Exploiting the specific indexing and keyword definition of both sources3,
the search is run allowing for any kind of document type (articles in journal, book
chapters, etc.) but limiting the area to economic literature in English4. The results of
the research are then be downloaded in bulk and include exclusively published doc-
uments. An additional source, the bibliographic database IDEAS, based on RePEc
and dedicated to Economics, is added to include working papers that have not been
published yet or at all.5. A selection of the contributions is made manually through

2 This feature will be important for the next steps of the bibliometric analysis and more importantly
to build the citation-based network. The extraction is made through bibliometrix, an R tool for science
mapping analysis that reads and elaborates the information exported by Scopus and Web of Science
(Aria and Cuccurullo, 2017).

3 The code ”KEY” in Scopus’ Advanced Research tool is a combined field that searches the author
keywords and controlled vocabulary terms assigned to the document; in Web of Science the code ”AK”
refers to author keywords, while ”KP” refers to ”Keyword plus” a feature of WoS that assigns words
and phrases that appear frequently in the titles of an article’s references.

4 Scopus: KEY(”migration” AND (”natural disasters” OR ”climate change”)) AND (LIMIT-
TO(SUBJAREA,”ECON”)) AND (LIMIT-TO(LANGUAGE,”English”)), Date: 24/11/2020.
Web of Science: ((AK=(migration AND (”natural disasters” OR ”climate change”))) OR (KP = (migra-
tion AND (”natural disasters” OR ”climate change”)))) AND LANGUAGE: (English) Refined by: WEB
OF SCIENCE CATEGORIES: ( ECONOMICS ), Date: 24/11/2020.

5 The main limitation of results from Scopus and Web of Science is that the sources only contain
published documents. Keeping in mind that the sample will be used to perform a MA in the next

https://www.emdat.be/classification
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TABLE 1.2: Results of data collection across sources

Source Records

Published documents
Scopus 81

Web of Science 78

Non-published documents
IDEAS RePEc 23

Previous reviews
Beine and Jeusette (2021) 51

Hoffmann et al. (2020) 30

Records after duplicate removal 203

the searching tool6. Finally, to meet the purpose of comparability with other recent
meta-analyses, I also include all the contributions that have been reviewed in two
main meta-analytic articles on the topic. Hoffmann et al. (2020) provide a meta-
analysis on 30 empirical papers on the impact of climate change and natural disas-
ters on migration. Their work specifically focuses only on country-level studies re-
lying on a uniform sample that allows for a specific standardisation process. All 51
papers reviewed in Beine and Jeusette (2019) (recently published Beine and Jeusette,
2021) are also included, which offers an investigation of the role of methodological
choices of empirical studies (at any level) on the sign and magnitude of estimated
results. Merging the results together gives a sample of 203 records (Table 1.2).

1.2.3 Screening of the results

The sample may contain some contributions that do not correspond to the definition
of the reference literature. As in canonical systematic reviews, I proceed to screen the
collected items in two steps: the first screening by title, and a subsequent screening
by text of the remaining documents. This step is only applied to the contributions
collected through Scopus and Web of Science. All the papers in Beine and Jeusette
(2021), Hoffmann et al. (2020) and those manually selected from IDEAS RePEc are
automatically included in the sample with no concern of incoherence. The screen-
ing by title leads to the exclusion of 20 papers. At this stage, excluded papers are:
those treating migration other than human (i.e. plants and animal species), those
analysing the impact of environmental variables other than the selected ones (i.e.
air pollution, mineral resources), and those focusing on topics different from human
mobility (i.e. discrimination, crime, war). The remaining 183 documents are then

chapter, it is important to take into account also non-published documents, to control for a well-known
reporting bias in meta-analytic methodology, the publication bias (which will be discussed in section
2.2.1).

6 The Advanced Search tool allows to search by Keywords and Title: migration AND (”natural
disasters” OR ”climate change”).
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screened by text in order to isolate eligible contents. This stage leads to the removal
of additional 32 documents covering, on the one hand, the analysis of the impact of
environmental variables at destination countries (thus not focusing on their role on
migration determinants at origin). On the other hand, it excludes all the papers in
which the dependent variable of the empirical exercise is not a measure of human
mobility (i.e. remittances, poverty, wealth, employment, etc.). After duplicates re-
moval, the sample results in 151 documents of different kinds. The screening by text
is also made to identify the various group contributions: 116 records are categorised
as empirical and 35 as non-empirical. The former category includes all documents
that empirically estimate a model in which the dependent variable is a measure of
human mobility and at least one environmental variable enters the model as the
independent variable. Non-empirical records contain the ensemble of literature re-
views, qualitative analysis, theoretical modelling, and policy papers7.

1.2.4 Bibliometric Analysis

This section summarises the most relevant features of the ensemble of economic
literature collected.8 Thanks to the R tool bibliometrix (Aria and Cuccurullo, 2017)
all records can be uploaded and summary statistics regarding their main features
produced. Scopus and Web of Science allow for the download in bulk of records
in .bibtex format, ready to be converted in R objects.9 All the remaining records
are manually entered, depending on the publication status of the single record: for
published documents an additional research of the specific document is made on
Scopus and the relative .bibtex file is downloaded and added to the other results;
for unpublished papers, which cannot be found in the two sources, a .bibtex is man-
ually created following the structure of fields and information in the downloaded
ready-to-use files. After merging each file and removing duplicates the overall data
source contains the bibliographic information of all articles, including publication
year/latest draft, author(s), title, journal, keywords, affiliations, and references.

Time-span. The first result is that the scientific production in the specific field is
quite recent. Economic literature has started to pay attention to the potential rele-
vance of environmental events on migration in the early 2000s, although the topic

7A further screening of empirical contributions eligible for the meta-analysis is made to ensure a
correct and homogeneous codification. As it will be described more in detail in the next chapter, 96 out
of 116 empirical contributions made it to the meta-analysis

8 The complete list of articles is provided in section ?? of the Appendix
9 The ensemble of records found in the two databases contains all the main information related

to each document: citation information, bibliographical information, abstract & keywords, funding
details, and other information, including the list of cited references.
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FIGURE 1.2: Number of documents per year
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Note: Sample of academic contributions about migration and environmental factors from Scopus, Web of Science,
Google Scholar, IDEAS RePEc, and previous meta-analyses (Hoffmann et al., 2020; Beine and Jeusette, 2021) col-
lected, merged, screened and included by the authors.

had already gained some relevance in global debate decades before. Figure 1.2
shows that the scientific production on the specific field covers a period that goes
from 2003 to 2020, with a peak of 20 contributions in 2016 and an annual growth rate
for the overall period at 18.5 percent. Taking a closer look at the cited references, it is
possible to trace back an article published before 2003 (Findley, 1994) that provides
a qualitative analysis of drought-induced mobility in Mali (finding no evidence of
any role of 1983-85 droughts on migration).

Authors. By extracting the author field from the database of all contributions, it
is possible to observe the frequency of most productive authors and their citations
per year (Figure 1.3). Geographer Clark Gray is by far the most productive in our
sample, authoring 10 articles spanning an entire decade, followed by his co-author,
economist Valerie Mueller, authoring 6 articles and appearing together in 5 of them.
Interestingly, their articles have the highest total citations per year of all most pro-
ductive authors, especially for the two articles published in 2012 (Gray and Mueller,
2012a; Gray and Mueller, 2012b).

Other relevant contributors are Cristina Cattaneo, Katrin Millock and Michael Op-
penheimer with 5 documents each. The figure shows also the h-index of the authors,
a bibliometric measure introduced by Jorge Hirsch in 2005 (Hirsch, 2005) and now
widely used in infometrics (Bar-Ilan, 2008; Harzing and Alakangas, 2016). An au-
thor has an index h if h of his/her N papers have at least h citations each, and the
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FIGURE 1.3: Top-Authors’ Production over time and h-index
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Note: Sample of academic contributions about migration and environmental factors from Scopus, Web of Science,
Google Scholar, IDEAS RePEc, and previous meta-analyses (Hoffmann et al., 2020; Beine and Jeusette, 2021) col-
lected, merged, screened and included by the authors.

other (N − h) papers have no more than h citations each (Hirsch, 2005). The mea-
sure can be retrieved from either of the source databases used, Scopus and Web of
Science, and Google Scholar, but the values would result very differently. Although
each of the source databases has its limitations in terms of the preciseness of the mea-
sure, from time to publication coverage, the indices reported rely on Google Scholar
measures,10 which provides the most comprehensive and interdisciplinary coverage
of the literature (Harzing and Alakangas, 2016). Among the top authors included
in the environmental migration literature, Professor Michael Oppenheimer scores
the highest h-index and at least 5 contributions, being globally considered one of the
pioneers to warn about the climate emergency both in academic research and in-
ternational organisations.11 Michel Beine and Fréderic Docquier, as two prominent
economists specialised in migration, appear in the top 10 authors with 3 contribu-
tions each, denoting a growing interest in environmental issues within migration
literature. Overall 288 authors have contributed to this literature, with 372 appear-
ances. On average, considering the sample entirely, thus including the 34 single-
authored documents, the number of authors per document is 1.88; when consider-
ing exclusively multi-authored documents, the number of co-authors per document
rises to 2.16, with a maximum of co-authors of 9.

10 Whenever the h-index of an author was not available on Google Scholar, I included the value
extracted from Web of Science. Infometric literature has argued that Scopus shows consistently lower
scores of h-indices, compared to Web of Science (Harzing and Alakangas, 2016).

11 https://www.reuters.com/investigates/special-report/climate-change-scientists-oppenheimer.
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FIGURE 1.4: The 20 most relevant publication sources by field
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Note: Sample of academic contributions about migration and environmental factors from Scopus, Web of Science,
Google Scholar, IDEAS RePEc, and previous meta-analyses (Hoffmann et al., 2020; Beine and Jeusette, 2021) col-
lected, merged, screened and included by the authors.

Sources. The sample is composed of published and unpublished documents com-
ing from 80 different sources (respectively peer-reviewed articles, book chapters and
working and discussion papers, conference proceedings). Overall, 119 documents
are published in a journal or a book, while the remaining 32 are still unpublished or
correspond to the last available draft of an unpublished document. Figure 1.4 shows
the most relevant journals having published an article on the effect of climate or haz-
ards on migration from an economic perspective or using an econometric approach.
Various disciplines have put the attention on the topic: even if journals specialised
in economics and econometrics represent the majority of the sources of publication,
the literature includes also other disciplines. Specifically, economic environmental
migration is the object of publication in journals specialised in environmental sci-
ences, geography, and social sciences such as urban studies, agriculture, demogra-
phy, political studies. A special mention has to be done of development studies:
many reviews and journals specialised in development have issued contributions to
the topic, highlighting the trend of observing the topic through development lenses.
As an example, 14 documents in our sample are published in World Development, a
multi-disciplinary journal of development studies.

Citations. Table 1.3 shows preliminary measures of citations concerning the doc-
uments included in our sample. A further investigation on the links among papers
based on citations will be discussed and analysed in the next section. However, a
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TABLE 1.3: Most cited documents: global and local citations

Author (year)
Global

Citations Author (year)
Local

Citations

Gray and Mueller (2012b) 216 Marchiori et al. (2012) 48
Barrios et al. (2006) 203 Gray and Mueller (2012b) 46
Feng et al. (2010) 203 Barrios et al. (2006) 45
Henry et al. (2004) 198 Beine and Parsons (2015) 42
Gray and Mueller (2012a) 154 Feng et al. (2010) 37
Hornbeck (2012) 140 Henry et al. (2004) 36
Mueller et al. (2014) 130 Gray and Mueller (2012a) 36
Gray (2009) 115 Bohra-Mishra et al. (2014) 36
Henry et al. (2003) 112 Halliday (2006) 32
Bohra-Mishra et al. (2014) 111 Mueller et al. (2014) 29

Note: Sample of academic contributions about migration and environmental factors from Scopus, Web of Science,
Google Scholar, IDEAS RePEc, and previous meta-analyses (Hoffmann et al., 2020; Beine and Jeusette, 2021) col-
lected, merged, screened and included by the authors.
* Global citations: actual number of citations in Scopus
* Local citations: number of citations within the sample of 151 contributions

picture of the most relevant documents included in the sample is provided by sim-
ple measures, such as the number of global citations as reported in Scopus (at the
moment of bulk download of all sources), and the number of local citations, which
shows how many times a document has been cited by other papers included in the
sample. The difference between global and local citations scores (almost four times
higher) reveals that the documents have been cited by papers not included in our
sample. It means that environmental migration has attracted the interest of different
disciplines or they became part of the two main strands of literature, climate change,
and migration, separately. There are 58 papers that have not been cited in the sam-
ple, while 52 have zero citations globally. A part of it can be explained by the 18
papers that have been published recently in 2020, which could not have been cited
yet because of timing12 (except for some contributions published in early 2020 such
as Mueller et al., 2020 and Rao et al., 2020). Position and number of citations confirm
the central role of papers published by Clark Gray and Valerie Mueller (Gray and
Mueller, 2012b; Gray and Mueller, 2012a; Mueller et al., 2014), receiving high cita-
tions both globally and internally. Some papers seem to be more relevant locally than
globally: Marchiori et al. (2012) and Beine and Parsons (2015) had a bigger influence
on our sample of economic environmental migration literature rather than globally,
scoring the highest number of local citations. At the same time, Hornbeck (2012)
seems to be cited more in literature outside the specific literature of environmental
migration.

12 The issue of timing will be addressed in the network analysis, choosing a specific type of citation-
based network, the bibliographic coupling network, to minimise the risk of missing connections be-
tween papers.
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FIGURE 1.5: Word cloud of most common keywords

Note: Sample of academic contributions about migration and environmental factors from Scopus, Web of Science,
Google Scholar, IDEAS RePEc, and previous meta-analyses (Hoffmann et al., 2020; Beine and Jeusette, 2021) col-
lected, merged, screened and included by the authors.

Keywords. Figure 1.5 shows the cloud of most common authors’ keywords in the
sample. The cloud contains only words or phrases repeated more than once. As our
research of documents is based on keywords, naturally the three most repeated are
those put as search key (”migration”, ”climate change” and ”natural disasters”).13

As far as migration is concerned, it seems that international mobility has been treated
more than internal migration; however, internal migration may include also urban-
isation or rural-urban migration which, aggregated together, are as recurrent as in-
ternational migration (counting 21 repetitions per group). Environmental migration
is also present as a form of forced migration, originating refugees, or specifically envi-
ronmental refugees. Keywords regarding environmental topics show a special focus
on slow-onset events (rainfall, temperature, global warming and climate variability) more
than specific rapid-onset events. Although, some of the latter are more recurrent
than others, such as drought, floods and ultimately earthquakes. The cloud gives also
a picture of the geographical scope of the analyses, with Africa being the top region
in keywords (15 repetitions) as a continent (Africa), as specific regions (Sub-Saharan
Africa) and specific countries within the area (i.e. Mali, Ethiopia, Burkina Faso). It is
followed by Mexico (being a keyword 5 times alone) and Latin America in general.
Asian countries mostly appear separately instead of as a region, with Bangladesh, In-
dia and Vietnam on top, being the object of specific case studies. Some phrases related
to the specific economic model or estimation method used to analyse the data enter
the cloud, giving a picture of the direction of empirical studies. Gravity models are

13 Variants of words or concepts have been aggregated in a unique item i.e. climate change and climatic
change or environmental migrants and environmental migration.
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most used, mainly for international migration modelling, while event history mod-
els are mainly used for micro-econometric analyses at the household or individual
level. As already mentioned, environmental migration is often studied looking at
potential mechanisms channelling the effect of climate or disasters on human mobil-
ity. Some of these channels appear clearly in the cloud, forecasting the main topics
the literature treated to analyse the complexity of the phenomenon. Agriculture is a
prominent channel explored in environmental literature and it appears in keywords
as agriculture and agricultural productivity representing together the most recurrent
words. Agriculture is closely followed by conflict which is often investigated in lit-
erature as a link between environment and migration. Other important concepts
emerging from the cloud and characterising the literature are adaptation and risk, as
a way of conceiving migration as an adaptive strategy, and the adverse environmen-
tal conditions as a source of risk for human lives, assets, and livelihoods.

1.2.5 Review of the results

The literature on the effects of climate and natural disasters on migration is char-
acterised by a rich variety of studies both in micro- and macro-economic analyses.
Country-level analyses tend to find evidence of a direct or indirect impact of envi-
ronmental factors on migration patterns, either internally or internationally. Barrios
et al. (2006) and Marchiori et al. (2012) find evidence of an increase in internal migra-
tion, especially towards urban areas in the case of Sub-Saharan Africa, according to
many specific historical and development-related factors. Both contributions high-
light how worsening climatic conditions correspond to a faster urbanisation process.
Marchiori et al. (2012) add also that this climate-driven urbanisation process results
also in higher international migration rates, acting as a channel of transmission of
the effect of climate. The macro literature, in line with most validated theoretical
models of migration, also investigates whether the effect is conditioned to income
levels of the country of origins of potential migrants (Marchiori et al., 2012; Beine
and Parsons, 2015; Beine and Parsons, 2017). The role of income in a specific ori-
gin country experiencing the effects of environmental events is found to be crucial
to determine the sign and the magnitude of the impact. Cattaneo and Peri (2016)
support from one side the active role of those events on fostering migration, but
show how this effect is conditioned to middle-income countries. The effect is op-
posite when conditioning the analysis to poor countries, highlighting the existence
of certain constraints to mobility. Worsened environmental conditions may in fact
exacerbate liquidity constraints or lack of access to credit aimed at financing the mi-
gratory project, which leads to what has been called poverty trap. Furthermore, these
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FIGURE 1.6: Number of case studies covered by the micro-level sub-
sample per country

Note: Sub-sample of micro-level studies about migration and environmental factors from Scopus, Web of Science,
Google Scholar, IDEAS RePEc, and previous meta-analyses (Hoffmann et al., 2020; Beine and Jeusette, 2021) col-
lected, merged, screened and included by the authors.

conditioned results seem to be robust even when another important channel is con-
trolled, agricultural productivity. Climatic conditions and disruptive hazards may
constitute major drawbacks for agricultural productivity, leading the agriculture-
dependent part of the population to move out from rural areas: Cai et al. (2016) and
Coniglio and Pesce (2015) provide evidence of an indirect link between worsened
temperature and precipitation conditions and migration, mediated by the level of
agricultural dependency of the country of origin. Sudden and fast-onset hazards,
on the other side, are not found contributing significantly to human mobility, except
in the case of highly-educated population, more mobile than other groups after the
disruption of a natural disaster (Drabo and Mbaye, 2015).

Micro-level literature provides a vast variety of case studies on the different po-
tential impacts of environmental factors on mobility. In the sample, they count al-
most the double of macro-level contribution (86 contributions against 47) and pro-
vide different scenarios. Firstly, while macro-level studies mostly provide analyses
at the global level or for some group of countries or macro-regions, micro-level anal-
yses tend to observe a specific phenomenon hitting a specific area or to study differ-
ences in the impact of a common phenomenon in different areas. Figure 1.6 shows
the coverage of literature of case studies or specific analysis per country. The most



1.2. Systematic review 19

covered region as a whole is Sub-Saharan Africa, with 65 case studies included in
the contributions (note that some contributions are not single-case studies). When
the level of analysis is less aggregated than the national or sub-national level, and
individuals or households’ behaviour is observed through the use of surveys, the
picture gains complexity and less generalised conclusions. This seems clear in Gray
and Wise (2016) who analyse a series of comparable surveys across five Sub-Saharan
countries, which have consistent differences. The heterogeneity of responses to cli-
matic variations across those countries is strictly linked to the characteristics of the
area and of the specific households. Poorer countries (such as Burkina Faso) mainly
experience internal and temporary migration, often on a rural-rural channel as a
way to diversify risk (Henry et al., 2003; Henry et al., 2004). Long-distance migra-
tion seems to be constrained by liquidity and access to credit to finance those ex-
pensive journeys. Migratory trends of Nigerian households are pushed in times of
favourable climatic conditions, while the effect of adverse conditions interacts with
a negative effect on income and traps populations at origin (Cattaneo and Massetti,
2019). Overall, micro-level studies focused on the African continent highlight the
importance of considering the interplay of a variety of factors when it comes to the
analysis of the role of environmental factors, defining the new path towards hybrid
literature.

The single countries that receive alone the most attention are Mexico, with 10 case
studies, and the U.S., with 9 case studies. This should not be a surprise because of
two reasons: firstly, the stock of Mexican emigrates has been constantly the highest
in the world (in absolute terms) as well as the migratory flow between Mexico and
the U.S. But there might also be a publication-related reason based on the fact that
the vast majority of journals in our sample are U.S. based. Major findings support
the relevance of environmental drivers (mainly precipitation shortage) on push fac-
tors from Mexico (Feng et al. (2010) estimates that a 10% reduction of agricultural
productivity driven by scarce rainfall corresponds to the rise of 2% of emigrants).

Southern and Eastern Asia, representing by far the most disaster-prone area in the
world14 also provide a variety of heterogeneous scenarios. The case of Vietnam
(Koubi et al., 2016a; Berlemann and Tran, 2020) shows how the Vietnamese popula-
tion chooses different coping strategies in response to different kinds of environmen-
tal stressors. While gradual climatic variations lead to mechanisms of adaptation in
loco to new climatic conditions, sudden shocks drive the decision to migrate else-
where. However, mobility responses to different types of hazards might be different

14In 2019 the 40% of all natural hazards occurred in the Planet happened in a Southern-Eastern Asian
country
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according to their specific consequences and duration (Berlemann and Tran, 2020).
On the contrary, the case of Bangladesh supports the hypothesis that the existence of
previous barriers of access to migration is worsened by the occurrence of disasters,
specifically in the face of recurrent and intense flooding (Gray and Mueller, 2012b).

The specific case of earthquakes across the world (El Salvador in Halliday, 2006,
Japan in Kawawaki, 2018, and Indonesia in Gignoux and Menéndez, 2016, for in-
stance) shows a common trend of outcomes: highly disruptive disasters such as
earthquakes tend to decrease mobility from the hit area. An interesting mechanism
to explain this common trend found in three very different contexts is given by, not
only the already mentioned financial constraints, but also the possibility of higher
local employment opportunities due to post-disaster reconstruction (Gignoux and
Menéndez, 2016; Halliday, 2006). Moreover, households are found to respond to
hazards by using labour force as a buffer to the damages and redistributing labour
within the household, with female mobility drastically dropping more than males
and being substituted with increased hours of domestic labour (Halliday, 2012).

Analyses on South American countries also contribute to give a hint of the com-
plexity of the phenomenon. Thiede et al. (2016) show how internal migration is
indeed impacted by rising temperature when considering the general effect; how-
ever, it hides an extreme heterogeneity of outcomes when specific characteristics of
the areas and individuals are taken into account, resulting in a non-uniform effect.

An evident gap in the literature emerges in Figure 1.6: European countries have
rarely been the object of study of the impact of environmental factors on mobility.
This might be motivated by the fact that the European continent is mostly seen as a
destination for migrants than an origin. It should not surprise that the two articles
covering European countries, namely Italy (Spitzer et al., 2020) and the Netherlands
(Jennings and Gray, 2015) analyse historical data of mobility at the beginning of the
20th century (respectively earthquake in Sicily and Calabria and climate variability
associated with riverine flooding in the Netherlands). Nevertheless, figures show
that Europe is not unrelated to the occurrence and frequency of hazards as well as
to sizeable internal mobility.

1.3 The inter-connectivity of papers

Science mapping has been used in many disciplines for many purposes. Investi-
gating the existence of some kind of partitioning in scientific production is made
possible through the analysis of the links that generate among articles according to
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their different attributes. Partitions (or clusters) of the literature are a useful tool to
analyse the topology of the network formed by the documents and to identify poten-
tial similar patterns in characteristics, authorship, final results, and other potential
forces aggregating them together. The aim of the quantitative approach proposed in
this chapter is to map the target literature, analyse the connectivity that exists among
papers according to a citation-based approach and detect the existence of communi-
ties or groups of articles that can be aggregated together according to certain char-
acteristics. Since the literature under study is characterised by a high heterogeneity
of results, both in the direction and magnitude of the impact, the investigation will
now turn on the existence of potential specific patterns that lead to a certain type
of analysis, methodology, or results. To do so, I draw from scientometric literature
and social network analysis (SNA) to build and describe a citation-based network of
documents linked by the attribute of cited references.

1.3.1 Bibliographic coupling and citation-based approaches

The citation-based approach chosen is called bibliographic coupling, it has been
used as a strategy to map scientific production and introduced by Kessler (1963a)
and Kessler (1963b). Two scientific papers “bear a meaningful relation to each other
when they have one or more references in common”. Thus, the fundamentals of the
link between two papers are represented by the number of shared papers they both
include in their references, which constitute the strength of the connectivity they
have. In other words, a reference cited by two papers constitutes a “unit of coupling
between them” (Kessler, 1963b). Two articles are then said bibliographically cou-
pled if at least one cited source appears in both articles (Aria and Cuccurullo, 2017).
Bibliographic coupling belongs to the broader class of citation-based approaches to
science mapping. Other common approaches are co-citation analysis (Small, 1973)
and direct citation (Boyack and Klavans, 2010). The co-citation approach is based
on the relationship established by citing authors of a paper: two papers are linked
whenever they jointly appear in the cited references of at least a third paper. This
approach was first introduced by Small (1973) to establish a measure of “the degree
of relationship or association between papers as perceived by the population of cit-
ing authors”. Co-citation analysis has been prominently adopted since the 1970s,
especially for its ability to capture shifts in paradigms and schools of thought over
time. To do so, the sample of paper analysed through the co-citation should have a
period long enough to let the literature evolve and change direction. Direct citation
is the most intuitive approach, linking two papers if one has cited a precedent one.
As well as co-citation, direct citation performs better for long time windows to visu-
alise historical connections (Klavans and Boyack, 2017). In terms of accuracy, it has
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been established that direct citation provides a more accurate representation of the
taxonomy of scientific production (Klavans and Boyack, 2017), but for the specific re-
quirements the methodology imposes, it has not gained much success (Boyack and
Klavans, 2010). On the other hand, the bibliographic coupling is increasingly becom-
ing widely used in citation analysis, thanks to some specific advantages (and despite
some disadvantages). Conceptually, through the linkages established, it gives a rep-
resentation of the basic literature of reference of papers and, incidentally, implies a
relation between two papers that reveals a potential common intellectual or method-
ological approach (Weinberg, 1974). Another advantage consists in the constancy of
the links between the papers over time, being based on cited references which, once
published and indexed, do not change (Thijs et al., 2015). The most relevant ad-
vantage of the bibliographic-coupling approach is that it is more suitable for recent
literature than any other citation-based approach. As in our case, in fact, the sam-
pled literature starts in 2003 and ends at the moment the research has been done
(November 2020). No paper preceding 2003 has been found nor included in the
sample, highlighting the recent interest of economic literature on the topic. For rea-
sons of timing and extension of the time window, using any other citation-based
approach would have resulted in a very sparse matrix and created many isolated
observations which would not be inter-connected for reasons other than conceptual,
but just for the fact that they could not have been cited yet (there are 18 papers con-
tained in the sample that has been published in 2020). Not only do the characteristics
of our sample motivate the choice of the approach: keeping in mind that this stage
of the analysis aims to investigate and map current research fronts in the target lit-
erature, rather than to look at historical links or the evolution of school of thoughts,
bibliographic coupling seems to be the best tool to capture them (Klavans and Boy-
ack, 2017).

To obtain the network of bibliographically coupled papers, it is primarily necessary
to extract the cited references from the dataset of articles’ information downloaded
from each source database or manually inserted in the residual .bibtex files. The field
of references appears as a long string of paper identifiers separated by a semicolon15.
After the extraction, a bipartite network is obtained, a rectangular binary matrix A
linking each paper in the sample to their reference (Aria and Cuccurullo, 2017).

A = Paper × Re f erences (1.1)

15 Most of the references in each cell of the database came already with the same format and matched
automatically, nonetheless some errors and not corresponding formats were also present. Thus, pol-
ishing of the list of cited references has been made by aggregating any duplicates to guarantee the
coherence of the results.
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The matrix A is composed of 151 rows i representing the papers belonging to the
sample and 5.433 columns j representing the ensemble of references cited by each
paper in the sample. Each element aij of the matrix equals 1 when paper i cites
paper j in its bibliography; aij is equal to 0 otherwise. As mentioned, two papers
are bibliographically coupled when at least one source appears in the references of
both articles. In other words, paper i is bibliographically coupled with paper j when
they share the citation of at least one paper in their respective references. A matrix
that corresponds to bibliographic coupling can be derived from the bipartite matrix
A defined above. A bibliographic coupling network B can be expressed as:

B = A × AT (1.2)

where A is the cited reference bipartite network and AT is its transpose16. B is a
symmetrical square matrix 151 × 151, where rows and columns are papers included
in the sample. Element bij of the matrix B contains the number of cited articles that
paper i and paper j have in common. By construction, the main diagonal will contain
the number of references included in each paper (as element aii defines the number
of references that a paper has in common with itself).

1.3.2 Describing the network

The resulting matrix displays an undirected weighted network in which the 151 ver-
tices are the set of papers included in our sample and the edges represent the citation
ties between them. An existing tie implies that common reference literature exists
between i and j, identifying a connection of a certain type between them. When
two nodes are not linked, the corresponding value of their tie is zero, as they do not
share any common reference. Therefore, the network is weighted, the strength of the
connections between papers i and j is measured by the weights associated with each
tie. To avoid loops, which would be meaningless for our investigation as it is trivial
to observe the value of ties that link a paper with itself (naturally corresponding to
the number of listed references), the main diagonal is set to zero. Few ties exceed
20 shared cited references, with a maximum value of 48: this number seems very
high, but at a closer look, the two papers that register the highest value are two con-
secutive papers published by the same author (Naudé, 2008; Naudé, 2010). It can
be argued that the number of references included in an article is not neutral to the
resulting tie with any other article. Measuring the correct relatedness of nodes is of

16 Conversely, a co-citation network, as defined in the previous section, would be defined as
C = AT × A, as it establishes ties between two papers that are contemporary cited by at least a third
paper (Aria and Cuccurullo, 2017).
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primary importance to produce an accurate mapping of literature (Klavans and Boy-
ack, 2006). Citation behaviours of authors may interfere with the observation of core
reference literature at the basis of coupled nodes. An author may opt for an exten-
sive approach of citations and include a consistent number of references to display
some particular links or details of a paper; authors may also decide for a less inclu-
sive approach and include just essential cited references in the list. In other words,
the number of included references in one article may dissolve meaningful informa-
tion about the ties. Furthermore, specific formats or types of articles lead to broader
or narrower bibliographies: for example, a survey of the literature is expected to
include a large number of citations, corresponding to the extent of reviewed con-
tributions. Not surprisingly, the highest number of cited references can be found in
reviews such as Berlemann and Steinhardt (2017), Bardsley (2014), Castells-Quintana
et al. (2018), Auffhammer and Kahn (2018), and Millock (2015), including more than
a hundred cited references each. On the contrary, articles published in journals in
the format of letters (i.e. Economics Letters, Applied Economic Letters) tend to have
an extremely limited number of cited references (for example Ouattara and Strobl
(2014) and Khamis and Li (2020) include only 8 and 13 references respectively). To
address these concerns, a process of normalisation is needed so that data can be cor-
rected for differences in the total number of references. Bibliometric literature has
dealt with this issue through the calculation of different similarity measures. An ac-
curate overview of the possible measures of similarity is provided in Eck and Walt-
man (2009). Overall, such indices aim to determine the similarity between two units
according to their co-occurrence (value of association between them, which in our
case, is the number of common references in the bibliography) adjusted in differ-
ent ways for the number of total occurrences of the single units. However, despite
the need to correct data for many purposes in citation-based networks and obtain a
size-independent measure of association, there is no consensus on which measure is
the most appropriate (Eck and Waltman, 2009): tests of accuracy and coverage pro-
posed by different authors have reached different conclusions (Klavans and Boyack,
2006; Eck and Waltman, 2009; Sternitzke and Bergmann, 2009). Thus, I will apply a
simple ratio between the observed number of commonly shared references and the
product of the number of cited references in each of the two coupled papers. It has
been defined as a measure of association strength (Eck and Waltman, 2009) and it can
be expressed as:

bn
ij =

bij

biibjj
(1.3)

where bij corresponds to the weights of ties in the original bibliographic coupling
network between paper i and paper j and bii and bjj are respectively the number of
cited references included in paper i’s bibliography and in paper j’s bibliography,
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TABLE 1.4: Bibliographic coupling network descriptive statistics

Network structure

No. Vertices (papers) 151
No. Edges (ties) 6063
No. missing ties 5262

Topological network measures

Density 0.54
Clustering coefficient 0.78
Longest Path Length 3.00
Average Path Length 1.47

Network node centralisation

Degree Maximum 139
Minimum 2

Average 80.3
Weighted degree Maximum 0.258

Minimum 0.002
Average 0.088

Closeness Maximum 27.447
Minimum 5.672

Average 17.611
Betweenness Maximum 2251

Minimum 0
Average 110.05

Note: Bibliographic coupling network of 151 documents included in the sample obtained from Scopus, Web of
Science, Google Scholar, IDEAS RePEc and previous meta-analyses (Hoffmann et al., 2020; Beine and Jeusette,
2021).

which corresponds to the original value on the diagonal. The obtained weighted
network will serve to detect communities of papers through their common refer-
ences, and investigate if referring to a certain (group of) paper(s) creates meaningful
clusters of items aggregating around certain common characteristics.

Table 1.4 reports the main descriptive statistics about the network. Network den-
sity, which represents the proportion of actual links overall potential links, is 54%,
highlighting, in general, a quite dense network. Furthermore, the value of the av-
erage clustering coefficient shows that 74% of triples of vertices are fully connected
(in other words, the 74% of triples form closed triangles), which means that almost
three quarters of all triangles close. No isolated node is found (the value of min-
imum degree centrality is 2, which means that the least connected node, Pismen-
naya et al. (2015), has two edges), while the maximum degree is 139, scored by a
literature review (Millock, 2015). These figures correspond to the non-normalised
network, which, as already discussed, may misrepresent links between nodes due
to the size of reference lists (not surprisingly in figure 1.8, the highest values of sim-
ple degree centrality are mainly scored by literature reviews). The weighted degree
helps to capture the degree centrality taking into account actual weights related to
every edge. Beine and Parsons (2017) is the most central node of the entire network,
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FIGURE 1.7: Frenquency by degree and weighted degree centrality
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Note: Bibliographic coupling network of 151 documents included in the sample obtained from Scopus, Web of
Science, Google Scholar, IDEAS RePEc and previous meta-analyses (Hoffmann et al., 2020; Beine and Jeusette,
2021).

followed by Cattaneo and Peri (2016), Cai et al. (2016), Mueller et al. (2014). In terms
of betweenness, more central nodes are those located at the shortest geodesic dis-
tance between any other nodes in the network, which makes them serve as bridges
connecting sub-graphs. The strong betweenness is found mainly in qualitative or
theoretical modelling papers (Perkiss and Moerman, 2018; Harper, 2013; Nawrotzki
et al., 2013), as well as literature reviews (Bardsley, 2014; Millock, 2015). Their posi-
tioning relative to the distance between any other node identifies pathways between
different potential sub-graphs of different kinds of approaches to the analysis; these
papers do not belong indeed to the densest groups, but just relate between them.

1.4 Community Detection

The main intent is to identify the existence of communities within citation-based
networks. The assumption is that papers citing the same references aggregate into
a group that shares certain features, which could be methodological approach, level
of analysis, specific sub-topics of the literature, but also outcomes. The extreme het-
erogeneity of outcomes in this specific literature may be motivated partially by the
heterogeneity of the events themselves (type of environmental factor, type of mo-
bility, pre-existing conditions in the specific area) or the theoretical and empirical
modelling; it may also be motivated by other factors, that can be traced in some
patterns linked to the characteristics of single publications. The procedure of com-
munity detection is aimed at investigating which are the “forces” that aggregate or
disperse papers with each other, primarily through the direct observation of main
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FIGURE 1.8: Centrality measures of bibliographic coupling network
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Note: Sample of academic contributions about migration and environmental factors from Scopus, Web of Science,
Google Scholar, IDEAS RePEc, and previous meta-analyses (Hoffmann et al., 2020; Beine and Jeusette, 2021) col-
lected, merged, screened and included by the authors.

characteristics, and then running separate MAs on each cluster. Community detec-
tion in the bibliographic network is often made through the Louvain community
detection algorithm (Blondel et al., 2008). In this analysis, a community is thought
of as a group of contributions that share common references and form strong com-
mon ties with each other, while others have less shared characteristics and structure.
The algorithm is able to detect clusters of contributions with dense interaction with
each other and sparse connections with the rest of the network.

The procedure identifies four main clusters in the network. The network being rela-
tively small allows to analyse the main characteristics of each cluster. Following the
full-text screening made in the first step, I summarised some meaningful indicators
about the analysis (such as type - quantitative, qualitative, theoretical, policy, litera-
ture review -, level - macro or micro for quantitative and qualitative studies -, unit
- country, household, individual, territorial units), the object of the analysis (con-
cerning the type of migration and environmental factors studied and the area) and
theoretical and empirical approach (empirical approach and whether it is theory-
based, estimation strategy and potential channel investigated). Finally, a synthetic
indicator of the concluding effect of environmental factors on migration patterns is
recorded: each paper is assigned to a value “positive”, “negative”, “not significant”
or a combination of the three (in case a paper contains multiple analysis of different
migration or environmental factors that lead to different outcomes). Thanks to these
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FIGURE 1.9: Bibliographic coupling network

Note: Bibliographic coupling network of 151 documents included in the sample obtained from Scopus, Web of
Science, Google Scholar, IDEAS RePEc and previous meta-analyses (Hoffmann et al., 2020; Beine and Jeusette,
2021). Each node represents a paper included in our sample and its size corresponds to its weighted degree. Nodes
are tied by links whenever two nodes share at least one common reference. The thickness of links is given by
the association strength of the tie between two nodes (to provide a clear visualization, only nodes with weights
higher than the mean are displayed). Colors correspond to communities of belonging of each paper: Cluster 1 is
represented in violet, Cluster 2 in green, Cluster 3 in blue, and Cluster 4 in yellow. The description of each Cluster
is presented below.

indicators a picture of the main common characteristics of the papers included in
a cluster emerges, which will then be tested and eventually confirmed in the meta-
analysis.

Cluster One The first cluster is the most populated, counting 51 papers spanning
for the entire period considered (from 2003 to 2020). In terms of type of analysis, it
contains the largest variety of different types: as in all clusters, quantitative studies
represents the majority (as they are the 76% of the full sample), but this cluster con-
tains also most of the qualitative analyses (10 out of 13) and policy papers (5 out of
7) of the full sample. Published papers are predominant (47 out of 50). Except for
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TABLE 1.5: Comparative information about clusters

Cluster 1 Cluster 2 Cluster 3 Cluster 4
Size 51 28 37 35
included in MA 27 17 21 32
Published 47 24 21 27
Time-span 2003-20 2006-20 2011-20 2006-20
Average citations per document 34.84 18.96 10.89 24.91

Type of paper
Policy 5 0 0 2
Qualitative 10 1 1 1
Quantitative 32 22 30 32
Review 2 5 4 0
Theoretical 2 0 2 0

Level of analysis
Macro 4 1 12 30
Micro 39 22 21 4
Not Applicable 8 5 4 1

Unit of analysis
Country 4 1 12 30
Household 12 5 5 0
Individual 20 7 9 0
Territorial 7 10 7 4
Not applicable 8 5 4 1

included in other MAs
in Hoffmann et al. (2020) 2 1 4 23
in Beine and Jeusette (2021) 21 5 6 18

Migration
Both 25 8 18 7
Cross-country 8 7 9 22
Internal (urbanization included) 18 13 10 6

Environmental Factors
Both 12 2 7 13
Slow-onset events 32 6 26 11
Fast-onset events 7 19 4 11

Note: Sample of academic contributions about migration and environmental factors from Scopus, Web of Science,
Google Scholar, IDEAS RePEc, and previous meta-analyses (Hoffmann et al., 2020; Beine and Jeusette, 2021) col-
lected, merged, screened and included by the authors.

few papers, the analysis is mainly carried from a micro perspective, with mainly in-
dividuals as unit of analysis, based on surveys. Interestingly, most of the micro-level
studies included in (Beine and Jeusette, 2021) can be found in this cluster. Author-
ship is very concentrated around two main authors, Clark Gray, (co-)authoring 9 pa-
pers, and Valerie Mueller, (co-)authoring 4 papers. Many of their co-authors appear
in this community, which indeed scores the highest collaboration index of all com-
munities (2.86), much higher than the full sample (2.16). Another important feature
is that Cluster one includes the micro-level papers with the highest global citations
(see Table 1.3): (Gray and Mueller, 2012b), (Feng et al., 2010), (Gray and Mueller,
2012a), (Mueller et al., 2014), (Henry et al., 2004), (Henry et al., 2003) and (Gray,
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2009). This is also shown by the fact that the number of average citations per docu-
ment is the highest among all clusters (34.84). Journals are also quite concentrated
around few of them, World Development and Population and Environment mainly.
The content of analysis is mainly focused on climatic change exclusively (precipita-
tion and temperature), while few studies include also analysis on natural disasters.
All corridors of migration are investigated, with no specific predominance of inter-
nal or international migration (which is a characteristic of individual-level studies,
mainly based on surveys). Even though the majority of outcomes show a positive
coefficient, that can be translated in finding an active role of environmental factors
in pushing migrants out of their origin areas, it is not consensual: variation among
results is high compared to other clusters, most papers finding complex relations be-
tween the two phenomena and different directions according to different dimension.
Empirical strategies are often based on discrete-time event history models estimated
through multinomial logit. This reflects the approach of the main authors included
in this community. A strong accent is put on the importance of the agricultural chan-
nel and the thematic of adaptation to the change in environmental conditions.

Cluster two The second community counts 28 papers, mostly published (only 4 of
them are not). It is composed of mostly quantitative papers, which are accompanied
by 5 literature reviews. As in the previous cluster, most studies are at a micro level,
with all kinds of units of analysis and aggregations, and considering both patterns of
migration, but with special attention to urbanisation and internal mobility. Contrar-
ily, it seems to put a stronger accent on natural disasters rather than on slow-onset
events. The majority of papers in Cluster 2 seems to have been excluded from (Beine
and Jeusette, 2021) (only 5, compared to the 21 in cluster 1) and (Hoffmann et al.,
2020) (only 1). All papers analysing the impact of different kinds of natural disasters
in the U.S. are included in this cluster. Empirical approaches such as the differences-
in-difference model and instrumental variable are often used. The papers explore
a large variety of potential channels and mechanisms of transmission of the impact
of environmental factors on migration (income, agriculture, employment, liquidity
constraints), and only in few cases, a negative direction is found.

Cluster three The third cluster includes the most recent papers: only one paper
dates 2011, all other ones are published or issued after 2015. This is part of the
reasons why the average citations per document in this cluster is the lowest (10.89)
compared to any other cluster. Half of the overall unpublished papers are included
in this cluster. In terms of kind of analysis, this cluster appears to be very heteroge-
neous: even if micro-level analyses are the majority, 12 papers apply a macro-level
analysis on countries. Both cross-country and internal migration are considered, but
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FIGURE 1.10: Sub-graphs by clusters of the bibliographic coupling
network

Note: Sub-graphs of communities issued from bibliographic coupling network of 151 documents included in the
sample obtained from Scopus, Web of Science, Google Scholar, IDEAS RePEc and previous meta-analyses (Hoff-
mann et al., 2020; Beine and Jeusette, 2021). Each node represents a paper included in our sample and its size
corresponds to its weighted degree. Nodes are tied by links whenever two nodes shares at least one common ref-
erence. The thickness of links is given by the association strength of the tie between two nodes (to provide a clear
visualization, only nodes with weights higher than the mean are displayed). Colors correspond to communities of
belonging of each paper: Cluster 1 is represented in violet, Cluster 2 in green, Cluster 3 in blue and Cluster 4 in
yellow. The description of each Cluster is presented below.
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the majority of them investigate the impact of slow-onset events rather than fast-
onset. Many of the analyses are theory-based, especially on classic economic migra-
tion theories (Roy-Borjas model, New Economics of Labour Migration), or general
or partial equilibrium models. This cluster is also peculiar for the heterogeneity
of empirical outcomes, which are often multiple for a single paper: outcomes vary
according to the different channels explored, i.e. different levels of agricultural de-
pendency, presence of international aids, level of income. In many cases, environ-
mental factors have been found an obstacle to the decision to migrate from an area,
or completely neutral. Comparatively, outcomes from this cluster tend more to show
a complex picture and highlight the many dimensions that may intervene in deter-
mining the direction of the impact.

Cluster four Contrarily to the previous one, Cluster 4 is extremely homogeneous.
It contains almost exclusively quantitative (32 out of 35) macro-level studies (30 out
of 35). It covers equally slow- and fast-onset events and their impact on mobil-
ity. Most importantly, it aggregates 23 of the 30 papers reviewed in Hoffmann et
al. (2020), making this cluster very representative and comparable to Hoffmann et
al. (2020)’s meta-analysis. Additionally, this community appears to be solid also
in terms of theoretical and empirical approach, as micro-founded gravity or pseudo-
gravity models are widely used in it (more than half of them use such models). None
of the studies find a negative impact of environmental factors on migration, they
mainly estimate positive and significant outcomes, with few not-significant results
for specific cases. The most locally cited macro papers are included in this cluster
(see Table 1.3), which also receive high global citations with an average of citations
per document of 24.91 (even though lower than cluster one).

1.5 Concluding remarks

This description of cluster composition serves as a preliminary investigation of the
main characteristics linking papers together through their citation behaviour. It
emerges that stronger links are given by diverse indicators varying across clusters.
The analysis offered in this chapter sheds some light on the very heterogeneous re-
sults of the relationship between the two phenomena reported by an extended sam-
ple of contributions of various kinds. The sample collected through a systematic re-
view of the literature, the bibliometric analysis and, the community detection on the
citation-based network of essays, highlights the absence of a uniform and cohesive
literature. To test further explore the sources of heterogeneity between clusters that
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aggregate papers within a cluster and their impact on the estimated effect size, in
the next section the partitioning will be used to run four separate MAs and compare
the conclusions.
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Chapter 2

Meta-Analysis

The literature on environmental migration has produced over time heterogeneous
findings on the impact, direction, and strength of the factors linking mobility to
slow- and fast-onset environmental events. The picture of the literature that emerged
from the systematic review in Chapter 1 shows a quite recent production of contri-
butions, during the last 17 years. Micro-economic literature prevails on macro, with
some areas and events more studied than others and some evident gaps on analysis.
Results lead to very different conclusions according to many different factors. The
additional community detection on the bibliographic coupling network manifested
the existence of clusters of contributions that aggregate together on specific dimen-
sions.

In this chapter, I draw from the results obtained in the previous chapter to run a
meta-analysis on the estimated effects reported in empirical contributions included
in the sample. Among 151 papers included, 96 of them are empirical studies re-
porting coefficients eligible for the meta-analysis. I build a unique dataset that syn-
thesises the estimated coefficients concerning the effect of slow-onset (e.g. climate
change) and fast-onset natural events (e.g. catastrophes) on different corridors of
human mobility (international, domestic, and with a clear pro-urban directionality),
accounting for the main potential sources of heterogeneity (scope, level, unit and
area of analysis, theoretical and empirical approaches, publication biases). Addi-
tionally, the clustered structure that emerged from the network analysis is included.
This offers the possibility to condense the results of all contributions in a single rep-
resentative result. A highly significant result can be potentially considered as a con-
sensual indication of the external validity of the correlation, or even the causal link,
of the phenomena under scrutiny.

Prof. Maria Cipollina and Prof. Luca De Benedictis contributed to the design and implementation
of the research and the analysis of the results.
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FIGURE 2.1: PRISMA Diagram

Note: PRISMA Diagram (Liberati et al., 2009) of identification, screening, eligibility and inclusion stages of aca-
demic contributions. The resulting sample is obtained through search on Scopus, Web of Science, Google Scholar,
IDEAS RePEc, and previous meta-analyses (Hoffmann et al., 2020; Beine and Jeusette, 2019).

Overall, the meta-analytic average effect estimates a small impact of slow- and rapid-
onset variables on migration, however positive and significant. When the communi-
ties of papers are accounted for, however, a significant heterogeneity emerges among
the four clusters of papers, giving rise to new evidence on limits of a consensual
effect of climatic shocks on permanent human displacement and the formation of
club-like convergence of literature outcomes.



2.1. Coding the dataset 37

2.1 Coding the dataset

2.1.1 Description of the sample

Prisma Diagram adds a second level of inclusion compared to the process presented
in Chapter 1. As already mentioned, the first level identifies the sample of contribu-
tions included in network analysis, while the second level is restricted to quantita-
tive analyses suitable for the meta-analysis. The motivation behind this choice can
be found in the purpose of the two different stages. To conduct a meta-analysis it is
crucial to select only comparable papers that provide complete information (mainly
on estimated coefficients and standard errors) that can then be used to recover the
average effect size. This implies the exclusion of papers that do not comply with
the requirements of a meta-analysis. However, those excluded papers can be of in-
terest in building the taxonomy of the whole concerned literature, as they may play
a role in building links between different contributions (see section 3). Similarly,
non-quantitative (policy, qualitative or theoretical) papers may participate as well in
the development of research fronts or to give a direction to a certain thread of con-
tributions and incidentally affect the detection of clusters. These reasons led us to
build the citation-based network and perform the network analysis and the commu-
nity detection on the whole sample, while only the sample for the MA is restricted
only to quantitative contributions that meet the coding requirements. Overall, 20
out of the 116 empirical papers are excluded from the MA sample because of the use
of non-linear estimators, non-regression modelling or the presence of outlier coeffi-
cients.

2.1.2 Codebook of moderators

After the selection of suitable papers to perform the MA, the following step con-
sists of the codification of information about the regressions. I coded each relevant
coefficient estimated in each regression included in the 96 papers included in the
sample to build a unique dataset of 5.969 observations. In order to highlight po-
tential sources of heterogeneity, several variables are detailed in the dataset and are
described in Table 2.1.

TABLE 2.1: Dataset Description

Paper Characteristics

Paper ID Unique identifier of each paper
Year of publication Year of publication of the paper
Cluster Identifier of the cluster obtained in community detection
Publication flag Equal to 1 if paper is published



38 Chapter 2. Meta-Analysis

Publication Impact Value of the impact factor of the publishing journal in 2019 (latest value
available)

First Author Name of the first author
Author 2 Name of second author
Author 3 Name of third author
Author n Name of the n-th author
Corresponding Author Name of the corresponding author (if included)

Regression characteristics

Regression ID Reference of table and column in original paper
Preferred Equal to 1 if the regression is identified as the preferred specification
Robustness Equal to 1 if the regression is identified as a robustness check
Panel Equal to 1 if data are panel

Estimator
Poisson Equal to 1 if the estimation is done with Poisson, Pseudo-Poisson or Nega-

tive Binomial
OLS and ML Equal to 1 if the estimation is done with OLS or Maximum Likelihood
Logit Equal to 1 if the estimation is done with logit or multinomial logit
IV Equal to 1 if estimation strategy controls for endogeneity through Instru-

mental Variable techniques or GMM
Other Equal to 1 if estimation strategy is different from Poisson, OLS, logit and IV

categories
Sample characteristics

Time span Number of years considered in the data

Data source
Census Equal to 1 if data are taken from national censuses
Official statistics Equal to 1 if data are taken from official statistics

Survey Equal to 1 if data are taken from surveys
Unit of analysis

Household Equal to 1 if household is the unit of analysis
Individual Equal to 1 if individuals are the unit of analysis
Country level Equal to 1 if countries are the unit of analysis
Territorial unit Equal to 1 if other territorial units are taken as unit of analysis (municipality,

district, province, state, grid cell)
Dependent variable - Migration

Corridor
Internal Equal to 1 if the dependent variable captures internal migration
International Equal to 1 if the dependent variable captures international migration
Urbanisation Equal to 1 if the dependent variable captures urbanisation process (rural-

urban migration)
Undefined Equal to 1 if the dependent variable do not specify any of the corridors listed

above (internal, international, urbanisation)
Measurement

Flows Equal to 1 if migration is measured by flows or rate
Stock Equal to 1 if migration is measured by stock of migrants
Direct Equal to 1 if migration is measured by a dummy that takes value 1 when

migration occurs
Origin areas

Africa Equal to 1 if the origin area is an Sub-Saharan African country
Asia Equal to 1 if the origin area is a Asian country
Europe Equal to 1 if the origin area is a European country
LAC Equal to 1 if the origin area is a Latin American or Caribbean country
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MENA Equal to 1 if the origin country is a Middle Eastern or North African country
North America Equal to 1 if the origin area is a Northern American country
World Equal to 1 for multi-country analysis

Destination areas

High income Equal to 1 if destination area is an high-income country (World Bank)
Upper-middle income Equal to 1 if destination area is a upper-middle income country (World

Bank)
Lower-middle income Equal to 1 if destination area is a lower-middle income country (World

Bank)
Low income Equal to 1 if destination area is a low-income country (World Bank)
Undefined Equal to 1 if destination area is not specified

Independent variable - Slow-onset events

Slow Equal to one if the coefficient refers to a type of slow-onset event: tempera-
ture, precipitation or soil degradation

Temperature
Temperature Equal to 1 if the coefficient refers to a measure of temperature
Levels Equal to 1 if temperature is measured in levels
Variation Equal to 1 if temperature is measured as a variation or deviation from the

average (difference between level and long-run average)
Anomaly Equal to 1 if temperature is measured by anomalies (difference between

level and average over standard deviation)
Time Lag Lag of the measure of temperature

Precipitation
Precipitation Equal to 1 if the coefficient refers to a measure of precipitation
Level Equal to 1 if precipitation is measured in levels
Variation Equal to 1 if precipitation is measured as a variation or deviation from the

average (difference between level and long-run average)
Anomaly Equal to to 1 if precipitation is measured by anomalies (difference between

level and average over standard deviation)
Time lag Lag of measure of precipitation

Soil degradation
Soil degradation Equal to 1 if the coefficient refers to a measure of soil degradation (deserti-

fication, soil salinity, erosion)
Independent variable - Fast-onset events

Fast Equal to 1 if the coefficient refers to a fast-onset event: geophysical, hydro-
logical, climatological, meteorological, others

Type of hazard
Geophysical Equal to 1 for geophysical disasters: earthquake, tsunami, mass movement,

volcanic eruption
Earthquake Equal to 1 for earthquakes and tsunamis
Mass movement Equal to 1 for dry mass movements
Volcano Equal to 1 for volcanic eruptions
Meteorological Equal to 1 for meteorological disasters: extreme temperature and storms
Extreme temperature Equal to 1 for episodes of hot or cold extreme temperature
Storm Equal to 1 for cyclone, tornado, hurricane and tropical storm
Hydrological Equal to 1 for hydrological disasters: floods and landslides
Floods Equal to 1 for floods
Landslide Equal to 1 for wet landslides
Climatological Equal to 1 for climotological disasters: droughts and wildfire
Droughts Equal to 1 for droughts
Wildfire Equal to 1 for wildfire
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Other disasters Equal to 1 for other disasters, such as epidemics, insect infection and mis-
cellaneous

Measurement
Frequency Equal to 1 if disasters are measured as the count of events
Intensity Equal to 1 if disasters are measured according to its scale of intensity (i.e.

Richter scale for earthquakes, wind speed for tornadoes, etc.)
Duration Equal to 1 if disasters are measured by the length of the event
Occurrence Equal to 1 if disasters is measured by a dummy that capture if any event has

occurred
Losses Equal to 1 if disasters are measured according to affected population,

deaths, injured people, destroyed houses, damages
Control variables

Slow and fast Equal to 1 when the regression contains both a measure of fast-onset events
and a measure of slow-onset events

Income Equal to 1 if the regression includes controls for income (GDP per capita,
households’ or individuals’ income)

Conflict Equal to 1 if the regression includes controls for conflicts (war, civil war,
conflict)

Political Equal to 1 if the regression includes controls for political system or situa-
tion (state fragility index, democracy, institutional trust, institutional qual-
ity, corruption, political stability, polity index)

Population Equal to 1 if the regression includes controls for population characteristics
(count or density)

Diaspora Equal to 1 if the regression includes controls for diaspora or presence at
destination of migrants of the same origin (diaspora, network)

Past migration Equal to 1 if the regression includes controls for migratory history or trends
from the same area (regardless of destination)

Poverty Equal to 1 if the regression includes controls for poverty or development of
the area

Cultural Equal to 1 if the regression includes controls for societal or cultural charac-
teristics of the area (ethnic composition, language, colonial past)

Geography Equal to 1 if the regression includes controls for geography (distance, shared
borders, distance from the equator, landlocked vs island)

Agriculture Equal to 1 if the regression includes controls for agriculture and farming
(agricultural dependency, share of agricultural activity, farming activities,
livestock, arable land)

Employment Equal to 1 if the regression includes controls for labour or employment (un-
employment, sector of employment, business ownership, employment rate,
labour force participation rate)

Urban Equal to 1 if the regression includes controls for urban or rural areas (urban-
isation rate, rural vs urban origin)

Aid Equal to 1 if the regression includes controls for financial aids to the area
(international aids, public funding, financial aids for reconstruction)

Education Equal to 1 if the regression includes controls for educational level (illiteracy
rate, level of education, primary/secondary education share)

Interaction terms

Income Equal to 1 if the environmental variable is interacted with income (GDP per
capita, households’ or individuals’ income)

Conflict Equal to 1 if the environmental variable is interacted with conflicts (war,
civil war, conflict)
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Political Equal to 1 if the environmental variable is interacted with political system
or situation (state fragility index, democracy, institutional trust, institutional
quality, corruption, political stability, polity index)

Population Equal to 1 if the environmental variable is interacted with population char-
acteristics (count or density)

Diaspora Equal to 1 if the environmental variable is interacted with diaspora or pres-
ence at destination of migrants of the same origin (diaspora, network)

Past migration Equal to 1 if the environmental variable is interacted with migratory history
or trends from the same area (regardless of destination)

Poverty Equal to 1 if the environmental variable is interacted with poverty or devel-
opment of the area

Cultural Equal to 1 if the environmental variable is interacted with societal or cultural
characteristics of the area (ethnic composition, language, colonial past)

Geography Equal to 1 if the environmental variable is interacted with geography (dis-
tance, shared borders, distance from the equator, landlocked vs island)

Agriculture Equal to 1 if the environmental variable is interacted with agriculture and
farming (agricultural dependency, share of agricultural activity, farming ac-
tivities, livestock, arable land)

Employment Equal to 1 if the environmental variable is interacted with labour or employ-
ment (unemployment, sector of employment, business ownership, employ-
ment rate, labour force participation rate)

Urban Equal to 1 if the environmental variable is interacted with urban or rural
areas (urbanisation rate, rural vs urban origin)

Aid Equal to 1 if the environmental variable is interacted with financial aids to
the area (international aids, public funding, financial aids for reconstruc-
tion)

Education Equal to 1 if the environmental variable is interacted with educational level
(illiteracy rate, level of education, primary/secondary education share)

2.1.3 Coefficients and Standard Errors

To collect all necessary information for the MA, dealing with some missing infor-
mation about coefficients and standard errors is needed. I chose an inclusive strat-
egy against the option of just excluding those observations for which certain details
were lacking or incomplete. Despite a potential concern of inaccuracy of the approx-
imations or derivations, a check on the results including only original coefficients
and standard errors has been run which shows robust results. Furthermore, those
missing or incomplete information represents a small share of the total number of
observations.

Coefficients. Coefficients are usually shown and can be directly reported in the
dataset. In few cases, odds ratios are reported, especially in logistic models. In
this case, they are correctly translated into coefficients by taking their logarithm
(β = ln(OR)). The correct coefficient for interacted terms is more challenging to re-
cover. In the case of controls interacted with dummy variables both the main effect,
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capturing the unconditional effect on the entire population and the combined ef-
fect is included, when the dummy takes value 1, normally referring to a sub-sample
of the population (origin areas, i.e. Sub-Saharan Africa in Barrios et al., 2006) or a
specific characteristic (dummies for agricultural dependency as in Marchiori et al.,
2012 or poor countries as in Cattaneo and Peri, 2016). Therefore, for environmental
variables interacted with a dummy, the coefficient non-interacted (β) and the com-
bination of β and the combined effect δ (β + δ) is reported and flagged with the ap-
propriate channel or sub-sample. When the interacted term is a continuous variable,
the simple addition cannot be made, as the term does not take only the [0, 1] values.
In order to recover the effect of the environmental factors and a continuous inter-
acted variable (capturing one of the different features listed in Table 2.1), following
Hoffmann et al. (2020), the average effect at the mean of the interaction variable is
recovered and the coefficient obtains as β + δ ∗ Ī. However, this calculation has been
possible only when summary statistics of interaction variables were included in the
paper, otherwise not included. Overall, more than 80% of observations are original
coefficients and odds ratios, while the rest accounts for interacted terms.

Standard Errors. The most compelling issue comes from missing standard errors.
Although the majority of regression tables reports either standard errors or t-statistics
(from which standard errors can be easily derived), in some cases none of this infor-
mation is reported. Following the conservative strategy used in Hoffmann et al.
(2020), I impute an upper bound standard error at the level of significance indicated
(i.e. for a significance level of 5%, the standard error equals β/1.96). Not significant
coefficients (more than 10%) are assigned with a standard error equal to the value
of the coefficient. To recover the standard errors of the combined effect of interacted
terms, a formula introduced in Hoffmann et al. (2020) (

√
SE2

β + SE2
δ + 2Cov(β, δ)) is

used, assuming that the covariance between coefficients is zero when the informa-
tion is not available.

2.2 Methodology

A meta-analysis (MA) is a quantitative-statistical technique, which allows to assem-
ble the results of multiple trials of the same treatment into a single cumulative re-
sult. The main purpose is to summarise data from different primary research tools,
integrate the results and obtain a single quantitative index of estimation that allows
stronger conclusions to be drawn than those drawn based on each individual study.
The analysis poses three questions to the coded estimates: do econometric results
of the same phenomenon converge in a meta-media that we might see as the truth?
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Do they suffer from distortions that should be corrected? Can we identify the main
features of analyses relevant to convergence? Theories can change and develop to
become much more complex, but they must be reduced to an econometric model
that can be estimated. Such models tend to be quite similar formally (Paldam, 2015),
however, estimated coefficients can differ because the studies in the literature greatly
vary in terms of the dataset, sample sizes, estimation methods, independent vari-
ables and so on. The purpose of the MA is to summarise the results of collected
studies and, at the same time, highlight the possible sources of heterogeneity. The
analysis is based on four assumptions: (i) the parameter of interest, β, is the effect
of environmental factors on migration; (ii) most researchers believe that β is greater
than zero; (iii) the sign is not enough for decision-makers; (iv) this has attracted a
large literature that has obtained a large number of estimates b̂ of β.

All selected papers contain one or more equations that estimate the migration ef-
fect due to slow- or fast-onset events. Since comparability among studies, and more
specifically among estimated β, is a crucial issue for the MA, collected estimates
are grouped according to the two different kinds of event conducting two separate
analyses:

• Climate-change related phenomena, including gradual or slow-onset events,
such as the progressive variations in temperatures and rainfall or the desertifi-
cation of the soil, which concern a longer-term perspective and specific adap-
tation processes;

• Hazard-related events, i.e. natural disasters, more or less linked to climatic
variations, such as hurricanes and floods or even earthquakes and volcanic
eruptions, which instead occur as destructive shocks of limited duration and
for which the capacity forecast is reduced.

The final sample includes 96 papers released between 2003 and 2020, published
in academic journals, working papers series or unpublished studies, providing 3,904
point estimates of the effect of slow-onset events and 2,065 point estimates of the ef-
fect of fast-onset events. All selected papers contain one or more equations that
estimate the impact of these two kinds of events on different left-hand side vari-
ables, used as a proxy of migration. To compare the estimates and correctly inter-
pret the synthetic results, standardisation of all collected effect sizes β in a common
metric is needed. In this MA the estimates from separate, but similar studies, are
converted in partial correlation coefficients (pcc), commonly used in meta-analytic
literature (Doucouliagos, 2005; Stanley and Doucouliagos, 2012; Doucouliagos and
Ulubasoglu, 2006; Brada et al., 2021), allowing to analyse within a single framework
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all available studies on the effects of the environment on migration regardless to the
specification or measure of migration used. Letting ti and d fi be the t-value and the
degrees of freedom of the i-th estimate βi, the pcc of the i-th estimate, ri, is calculated
as:

ri =
ti√

t2
i + d fi

, (2.1)

with the standard error, sei, calculated as:

sei =

√
(1 − r2

i )

d fi
. (2.2)

Summarising all the different estimates together in a single coefficient raises the
question of heterogeneity within the same study and between studies. To take this
into account, two models are distinguished: a fixed-effects model (FEM) and a random-
effects model (REM). The FEM is based on the assumption that the collected effect
sizes are homogeneous (the differences observed among the studies are likely due
to chance). The estimate of each study is weighted by the inverse of its variance
(1/se2

i ), which, in turn, is a function of the sample size so that studies with smaller
standard errors carry more weight than studies with larger standard errors (Higgins
and Thompson, 2002). The REM takes into account the heterogeneity among studies.
It assumes that each study has its own effect size and that there is a random distri-
bution of the estimates of the effect of the different studies around the mean value
(Sutton et al., 2000). Individual studies are not assumed to be estimating true single
effect size, but the true effects in each study are assumed to have been sampled from
a distribution of effects in a normal distribution with mean zero and variance τ2. In
REM, weights incorporate a ”between-study heterogeneity”, τ̂2, which is equal to
(1/(se2

i + τ̂2)). The summary effect is calculated as follow:

β̂ =
∑N

i b̂iwi

∑N
i wi

, (2.3)

where b̂i are the individual estimate of the effect and weights, wi, are equal to (1/se2
i )

or (1/(se2
i + τ̂2)) according to the FEM or REM, respectively. In presence of homo-

geneity between the different studies, the two models likely find very similar results.
In the presence of heterogeneity, it may not be appropriate to combine results. To
verify the presence of heterogeneity it is necessary to statistically test the degree of

The major criticism of the use of the partial correlation is that its distribution is truncated at +1
and -1 and, in some cases, such truncation might cause an asymmetry. (Stanley et al., 2018) suggest as
an alternative measure the Fisher’s z-transformed correlation effect size. It is computed and used for a
robustness check, results do not change sensitively. They are available from the authors upon request.
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similarity of the results of the various studies. The test for heterogeneity measures
whether the differences between the results of individual studies are greater than
what would be expected if: (i) all studies measured the same effect and (ii) the ob-
served differences are purely random. A test of homogeneity of the βi is provided
by referring the statistic Q to a χ2-distribution with n - 1 degrees of freedom (Hig-
gins and Thompson, 2002): if the test is higher than the degrees of freedom, the null
hypothesis is rejected (there is heterogeneity). Another test commonly used is the
I2 inconsistency index by Higgins and Thompson (2002) describing the percentage
of the variability of the estimated effect that is referable to heterogeneity rather than
to chance (sample variability). It is interpreted as the proportion of variability due
to heterogeneity between studies rather than sampling error. Values range from 0
per cent to 100 per cent where zero indicates no observed heterogeneity. The results
of meta-synthesis of the collected estimates (Table 2.2) are statistically significant,
except for findings of the slow onset effect of paper included in Cluster 2, in which
both FEM and REM give statistically insignificant averages. Considering the high
heterogeneity in our sample of estimates (see columns 5-6), REM results should be
looked at as the most appropriate models.

TABLE 2.2: Basic meta-analysis (Fixed and Random effect MA)

(1) (2) (3) (4) (5) (6) (7)

Model Averages Lower bound
95% CI

Upper bound
95% CI I2 Q-test

p-value
N. of Obs.

(N. of studies)

Slow onset effect FEM 0.0001∗∗∗ 0.0001 0.0001 86.78 0.00 3897
REM 0.0006 −0.0010 0.0022 99.93 0.00 (66)

- Cluster 1 FEM 0.0001∗∗∗ 0.0000 0.0001 83.15 0.00 932
REM −0.0025 ∗∗ −0.0048 −0.0002 99.97 0.00 (23)

- Cluster 2 FEM 0.0003 −0.0001 0.0008 95.32 0.00 100
REM 0.0068 −0.0051 0.0186 99.84 0.00 (3)

- Cluster 3 FEM −0.0037∗∗∗ −0.0042 −0.0032 77.58 0.00 1814
REM −0.0039∗∗∗ −0.0063 −0.0014 93.58 0.00 (18)

- Cluster 4 FEM 0.0060∗∗∗ 0.0057 0.0064 88.44 0.00 1051
REM 0.0082∗∗∗ 0.0064 0.0101 94.96 0.00 (22)

Fast onset effect FEM 0.0021∗∗∗ 0.0018 0.0024 91.42 0.00 2032
REM 0.0085∗∗∗ 0.0062 0.0107 97.76 0.00 (60)

- Cluster 1 FEM 0.0022∗∗∗ 0.0013 0.0032 86.50 0.00 176
REM 0.0140∗∗∗ 0.0037 0.0243 98.98 0.00 (13)

- Cluster 2 FEM −0.0021∗∗∗ −0.0027 −0.0014 85.84 0.00 789
REM −0.0033 −0.0095 0.0029 98.77 0.00 (16)

- Cluster 3 FEM −0.0004 −0.0009 0.0002 80.19 0.00 409
REM 0.0028∗∗∗ 0.0008 0.0049 89.04 0.00 (7)

- Cluster 4 FEM 0.0071∗∗∗ 0.0066 0.0077 96.11 0.00 688
REM 0.0224∗∗∗ 0.0170 0.0278 98.94 0.00 (24)

Note: Basic meta-analysis of collected estimates. Fixed Effect Model and Random Effect Model are reported for
overall slow- and fast-onset samples and sub-samples defined by clusters. Averages (2), lower (3) and upper (4)
bound of 95% confidence interval. I2 and Q-test for heterogeneity reported in Columns (4-5); ∗ p < 0.10, ∗∗ p < 0.05,
∗∗∗ p < 0.01.
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FIGURE 2.2: Box plot of Partial Correlation Coefficients

Note: Box plot of partial correlation coefficients. Panel (1) reports PCC for slow-onset events by study. Panel (2)
reports PCC for fast-onset events. PCCs are calculated on coefficients reported in each study included in the sample
obtained from Scopus, Web of Science, Google Scholar, IDEAS RePEc, and previous meta-analyses (Hoffmann et al.,
2020; Beine and Jeusette, 2019) and coded by the authors.

The preliminary result of the basic MA is that environmental factors seem to influ-
ence migration positively, even if the magnitude is very small and the REM mean is
statistically significant only in the case of the fast-onset events. The mean effect by
cluster becomes negative in the case of estimates of slow-onset events in Clusters 1
and 3 and for the estimates of fast-onset events in Cluster 2. For a graphical inspec-
tion, Figure 2.2 shows a box plot of the estimates reported in the primary studies;
the heterogeneity both between and within studies is substantial.

2.2.1 Meta-Regression tests of publication selection bias

Different findings of the same phenomenon can be explained in terms of hetero-
geneity of studies’ features, however, the literature also tends to follow the direction
consistent with the theoretical predictions causing the so-called publication bias.

The publication bias occurs when (i) researchers, referees, or editors prefer statistically significant
results and (ii) it is easier to publish results that are consistent with a given theory. However, the
consequences of the peer-review process refer more to a general “publication impact” rather than a
“bias” (Cipollina and Salvatici, 2010).
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TABLE 2.3: Descriptive Statistics of the Partial Correlation Coeffi-
cients

(1) (2) (3) (4) (5) (6)
Mean Median Min Max N. Obs N. Studies

Slow onset effect −0.0002 0.0000 −0.9101 0.8566 3897 66
- Cluster 1 −0.0048 0.0000 −0.9101 0.6613 899 22
- Cluster 2 0.0075 −0.0017 −0.4618 0.8566 332 9
- Cluster 3 −0.0036 −0.0028 −0.4422 0.5138 1727 16
- Cluster 4 0.0080 0.0038 −0.2349 0.6073 939 19

Fast onset effect 0.0105 0.0011 −0.9768 0.9481 2062 60
- Cluster 1 0.0147 0.0002 −0.7943 0.7410 170 13
- Cluster 2 0.0009 −0.0041 −0.9768 0.9297 376 14
- Cluster 3 0.0053 0.0000 −0.1185 0.2737 939 12
- Cluster 4 0.0238 0.0106 −0.1355 0.9481 577 21

Meta-regression tests, as the funnel asymmetry test (FAT), allows for an objective
assessment of publication bias:

pcci = β0 + β1sei + ϵi (2.4)

Weighted least squares (WLS) corrects the previous equation for heteroskedasticity
(Stanley and Doucouliagos, 2017) and it can be obtained dividing by the standard
errors:

ti =
pcci

sei
= β1 + β0

1
sei

+ ϵi (2.5)

Results are used to test for the presence of publication selection (H0 : β1 = 0) or
a genuine effect beyond publication selection bias (H0 : β0 = 0). According to the
funnel asymmetry–precision estimate test (FAT-PET), in the absence of publication
selection the magnitude of the reported effect will vary randomly around the “true”
value, β1, independently of its standard error (Stanley and Doucouliagos, 2012). The
use of the variance se2

i , instead of the standard error, as the precision of the estimate,
gives a better estimate of the size of the genuine effect corrected for publication bias
(Stanley and Doucouliagos, 2014). This model is called “precision-effect estimate
with standard error” (PEESE) and the WLS version is :

ti =
ppci

sei
= β1sei + β0

1
sei

+ ξi (2.6)
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To take into account the issue of the dependence of study results, when multiple
estimates are collected in the same study, the errors of meta-regressions are cor-
rected with the “robust with cluster” option, which adjusts the standard errors for
intra-study correlation. Table 2.4 shows the FAT-PET and PEESE results. Publica-
tion bias can be detected by implementing a full comparison of the FAT-PET and
PEESE, through multiple methods for sensitivity analysis and to ensure the robust-
ness of findings. Column (1) of table 2.4 presents the FAT-PET coefficients, column
(2) shows the results of the WLS model to deal with heteroskedasticity, columns (3)
and (4) present the results of the panel-random effect model (REM) and multilevel
mixed-effect model that treats the dataset as a panel or a multilevel structure.

TABLE 2.4: FAT-PET MR model and PEESE correction of publication
selection

(1) (2) (3) (4)

WLS REM
Multilevel

Mixed Effect
N. of Obs.

Slow-onset events Standard Error (FAT): β̂1 0.108 0.268 0.260

3897

(0.144) (0.204) (0.208)
Constant (PET): β̂0 0.000∗ -0.000 -0.000

(0.000) (0.000) (0.000)

PEESE: β̂0
0.000∗∗ -0.005 -0.004

[0.000,0.000] [-0.013,0.003] [-0.011,0.003]

- Cluster 1 Standard Error (FAT): β̂1 -0.337 -0.208 -0.213

932

(0.248) (0.417) (0.407)
Constant (PET): β̂0 0.000∗∗ 0.000 0.000

(0.000) (0.000) (0.000)

PEESE: β̂0
0.000∗∗ -0.001 0.004

[0.000,0.000] [-0.020,0.019] [-0.017,0.025]

- Cluster 2 Standard Error (FAT): β̂1 0.412 0.042 0.123

100

(0.446) (0.482) (0.488)
Constant (PET): β̂0 -0.000 0.000 -0.000

(0.000) (0.000) (0.001)

PEESE: β̂0
0.000∗∗ -0.001 0.006

[-0.001,0.002] [-0.019,0.017] [-0.010,0.023]

- Cluster 3 Standard Error (FAT): β̂1 0.001 0.825* 0.797**

1814

(0.117) (0.469) (0.357)
Constant (PET): β̂0 -0.004 -0.011∗∗ -0.011∗∗∗

(0.003) (0.005) (0.001)

PEESE: β̂0
-0.004 -0.011∗∗ 0.010∗∗

[-0.009,0.001] [-0.023,0.000] [-0.018,-0.002]

- Cluster 4 Standard Error (FAT): β̂1 0.439 0.461 0.460

1051

(0.379) (0.347) (0.443)
Constant (PET): β̂0 0.004∗∗ 0.005∗∗ 0.005∗∗∗

(0.001) (0.002) (0.002)

PEESE: β̂0
0.006∗∗ -0.002 -0.002
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TABLE 2.4: FAT-PET MR model and PEESE correction of publication
selection

(1) (2) (3) (4)

WLS REM
Multilevel

Mixed Effect
N. of Obs.

[0.003,0.009] [-0.021,0.016] [-0.022,0.018]

Fast-onset events Standard Error (FAT): β̂1 0.532∗ 0.755∗∗ 0.755∗∗

2062

(0.274) (0.334) (0.309)
Constant (PET): β̂0 -0.001 0.001 0.001

(0.002) (0.002) (0.001)

PEESE: β̂0
0.001 0.012∗ 0.012∗

[-0.002,0.005] [-0.001,0.025] [-0.000,0.025]

- Cluster 1 Standard Error (FAT): β̂1 0.942∗∗ 1.314∗∗ 1.329∗∗

176

(0.366) (0.618) (0.670)
Constant (PET): β̂0 -0.002 -0.001 -0.001

(0.002) (0.001) (0.003)

PEESE: β̂0
0.002 -0.012∗ 0.011

[-0.001,0.004] [-0.000,0.024] [-0.007,0.030]

- Cluster 2 Standard Error (FAT): β̂1 -0.381 0.095 0.151

789

(0.332) (0.410) (0.431)
Constant (PET): β̂0 -0.000 0.001 0.001

(0.002) (0.001) (0.002)

PEESE: β̂0
-0.002 -0.004 -0.004

[-0.007,0.003] [-0.011,0.003] [-0.014,0.005]

- Cluster 3 Standard Error (FAT): β̂1 0.283 0.293 0.294

409

(0.394) (0.715) (0.372)
Constant (PET): β̂0 -0.002 0.001 0.001

(0.004) (0.007) (0.002)

PEESE: β̂0
-0.001 0.012∗∗ 0.012∗

[-0.007,0.005] [0.002,0.023] [-0.001,0.025]

- Cluster 4 Standard Error (FAT): β̂1 1.877∗∗ 1.134∗∗ 1.072

688

(0.703) (0.480) (0.774)
Constant (PET): β̂0 -0.003 0.003 0.003

(0.004) (0.005) (0.004)

PEESE: β̂0
0.006∗∗ 0.046 0.047∗∗

[0.001,0.010] [-0.028,0.121] [0.013,0.080]

Note: FAT, PET and PEESE correction coefficients estimated with Weighted Least Squares (1), Random Effect Model
(2) and Multilevel mixed effect model. Overall effect of slow- and fast-onset events reported, along with sub-
samples defined by clusters. PCC precision square weights (1/se2

i ); robust standard errors clustered by study in
parentheses; 95% confidence intervals in brackets; ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.

Looking at the estimates of the effect of climate change on migration, the FAT
coefficients (β̂1) are not statistically significant, implying that there is no evidence of
publication bias, while the positive and statistically significant PET coefficient (β̂0)
indicates a genuinely positive slow-onset effect exists, in particular in the case of
Cluster 4. Conversely, in the case of Cluster 3 the REM and multilevel mixed-effect
model find that, even if in presence of publication bias, the impact on migration is
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negative. Table 2.4 provides evidence of publication bias in the literature focusing
on the effect of natural disasters on migration. The estimated FAT coefficient is sta-
tistically significant in the overall sample, especially due to papers in clusters 1 and
3, and there is insufficient evidence of a genuinely positive effect (accept H0 : β̂0).
The PEESE results, however, suggest a significant and positive slow- and fast-onset
effect on migration after correcting for publication bias. Preliminary results between
migration and slow- and fast-onset events are positive and significant (though very
small in magnitude).

2.2.2 Multiple Meta-Regression Analysis: econometric results e discus-
sion

The multiple meta-regression analysis (MRA) includes an encompassing set of con-
trols for factors that can integrate and explain the diverse findings in the literature.
Coded variables (summarised in table 2.1) are meant to capture differences in the
features of various studies and regressions and to be included as a set of dummies
to control for them. Specifically, left- and right-hand side characteristics of regres-
sions estimated in the collected papers generate a set of dummies for paper features,
dependent variables, independent variables, sample characteristics, regression char-
acteristics.

The overall sample includes both unpublished and published papers, so some mod-
erators variables describing different features of the studies that are published are
added. In particular, a dummy for Published articles controls for the quality of the
journal in which the study is published by adding the variable Publication Impact-
factor. In reporting the main results, some authors emphasise a benchmark regres-
sion that produces a preferred estimate, which in the MRA is controlled for by
adding the dummy preferred specification equal to 1 when the reported effect size
is obtained from the main specification. Concerning the measure of migration, the
dependent variable in the left-hand side of the regression, original studies mainly
distinguish migration by corridor, which are mainly two, internal and international
migration. In this context, it distinguishes also a special internal corridor, the one
characterised by rural-urban mobility, to investigate the potential impact of an envi-
ronmental variable on the urbanisation process. Whenever the corridor is not spec-
ified, the variable is categorised as undefined (which will be the reference category
in the estimation). Dependent variables differ also in terms of measurement of the
phenomenon: specifically, they are separated into measures that express flows from
those expressing stocks. The first category includes both studies that use flows (or
an estimation of flows) and rates of migration. The second category captures those
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cases in which migration is measured as stock of migrants at the destination. The
reference category is direct measures, which mainly captures whether migration has
occurred or not (typically dummy variables used on survey-based samples equal
to 1 when the individual migrates and 0 otherwise). Information about countries
of origin and the destination of migrants are also included. Origins are categorised
by macro-regions: Africa, Asia, Europe, Latin America and Caribbean, Middle East
and North Africa and North America. The reference category is “world”, identi-
fied whenever origin countries are not specified (typically in multi-country settings).
Destinations are categorised by level of income. The choice of this categorisation is
led by the aim to identify differences in the possibility to choose a destination. Cat-
egories are divided into high, higher-middle, lower-middle and low income.

The specific objective of the study is the impact of environmental variables on mi-
gration, thus on the right-hand side of the regression, a proxy of the environmental
change is included. Slow-onset events are typically defined as gradual modifica-
tions of temperature, precipitation and soil quality. Respectively, three dummies
temperature, precipitation and soil degradation are created. Each of these phenomena
is measured in different ways, and the use of a specific kind of measurement is rel-
evant for the outcome. Both temperature and precipitation have been measured in
levels (simple level or trend of temperature/precipitation); deviation, as the differ-
ence between levels and long-run averages; and anomalies, mostly calculated as the
ratio of the difference between the level and the long-run mean and its standard
deviation. Soil degradation includes events such as desertification, soil salinity, or
erosion. Additionally, the time lag considered is included concerning the time units
of the dependent variable: whenever the period considered corresponds to the same
time-span as the dependent variable the lag is zero, while it takes values more than
zero for any additional period before the dependent variable time-span. The second
battery of coded variables refers to fast-onset events, which can be also defined as
natural hazards or extreme events. The main classification of fast-onset events re-
flects the one reported in table C.1: geophysical (earthquakes, mass movements, vol-
canic eruptions), meteorological (extreme temperature, storms - cyclones, typhoons,
hurricanes, tropical storms, tornadoes), hydrological (floods and landslides) and cli-
matological (droughts or wildfires). Fast-onset events also differ in the way they are
measured. Possible measures are: occurrence (when the measure is a dummy cap-
turing if the disaster happened or not), frequency (the count of events that occurred
in the area), intensity (i.e. Richter scale for earthquakes, wind speed for tornadoes,
etc.), duration (length of the occurrence of the event) and losses (when the disaster
is measured in terms of the affected population, number of deaths or injured people,
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number of destroyed houses or financial value of the damaged goods). As for slow-
onset events, a continuous variable capturing the time lag of the event concerning
the dependent variable is added. A dummy capturing whether the coefficient refers
to multiple disasters is also included.

Characteristics of the sample are one of the main sources of heterogeneity. The level
of the analysis varies considerably from paper to paper, including both micro-and
macro-level studies. Typically micro-level studies uses data coming from censuses or
surveys where households or individuals are the units of analysis. Country-level studies
usually take the source of their data from official statistics. Other kinds of sampling
are included in the reference group (for example small territorial aggregates such as
districts, provinces, or grid cells). The set of coded variables also includes a variable
capturing the time span of the analysis, subtracting the last year of observation from
the first one. The role of econometric approaches may have an impact on resulting
outcomes. Beine and Jeusette (2019) and Beine and Jeusette (2021) emphasised in
their work the importance of methodological choices, with differentiated results de-
pending on estimation techniques. First of all, a panel dummy to capture whether
the structure of data and related estimation techniques has an impact. Furthermore,
estimation strategies are distinguished by Poisson, which includes the Pseudo Pois-
son Maximum Likelihood (PPML) estimator and Negative Binomial Models; linear
estimators, both Ordinary Least Squares (OLS), linear probability models and max-
imum likelihood models; conventional Instrumental Variables (IV) estimators, two-
stage least squares (2SLS), and other cases of estimators as Generalised Method of
Moments (GMM) used to control for endogeneity; and finally, logit which comprises
multinomial logit models. Any other estimator (i.e. Tobit, panel VAR) are less fre-
quent and grouped in a category other estimators used as the reference group.

Theoretically, the impact of environmental variables on migration may be mediated,
channelled, or transmitted through other phenomena that can be controlled for or
interacted with. Most models investigating general migration determinants usually
controls for several possible determinants to recover the effect of the specific objec-
tive variable, with all potential other factors being controlled for. The majority of
these additional controls are suggested by theoretical models and then introduced
in the empirical model. Furthermore, methodological approaches in our sample are
found to often include interaction terms to specifically address the combined effect
of an environmental variable with other potential factors. In the dataset they are in-
troduced in two groups of variables, controls and interacted terms, categorised both to
capture factors or channels such as income, agriculture, conflicts, political stability,
cultural or geographical factors, (a full description of the categories can be found in
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the Supplementary materials). The list of controls also includes a dummy that cap-
tures whether both slow- and fast-onset events are included in the regression.

Table 2.5 shows the results of the multiple MRA on the literature in slow-onset events
(precipitation, temperature and soil quality) in which potential biases are filtered out
sequentially by the addition, in a step-wise manner, of statistically significant con-
trols. Column (1) presents results for the whole sample of studies estimating the
impact of climatic variations on migration, columns (2) to (5) show the results of pa-
pers grouped by clusters to highlight how specific features characterising the cluster
influence the magnitude of the estimated effect. The results are unfolded below.

TABLE 2.5: MRA Results for slow-onset events

(1) (2) (3) (4) (5)
All Cluster 1 Cluster 2 Cluster 3 Cluster 4

Constant (PET): β̂0 −0.011∗∗∗ −1.040∗∗∗ 0.959∗∗∗ −0.031∗∗∗ 0.102∗∗∗
(0.003) (0.264) (0.010) (0.008) (0.009)

Standard Error (FAT): β̂1 −0.205∗ −4.939∗∗ −29.959∗∗∗ 0.099 −0.671∗∗∗
(0.119) (1.894) (0.264) (0.273) (0.190)

Paper features
- Preferred specification −0.001∗∗

(0.000)
- Published article −0.008∗∗∗

(0.002)
- Publication Impact-factor 0.024∗∗

(0.009)

Corridor
- Internal 0.002∗∗∗ 0.002∗∗∗ −0.009∗∗∗ 0.012∗∗

(0.001) (0.000) (0.002) (0.005)
- International −0.010∗∗∗

(0.001)
- Urbanisation 0.002∗∗∗ 0.002∗∗∗

(0.001) (0.000)
Measurement
- Flows −0.016∗∗∗ 1.565∗∗∗

(0.004) (0.481)
Region of origin
- Asia 0.008∗∗

(0.003)
- Europe 0.033∗∗∗ −0.332∗∗∗ 0.010∗∗∗

(0.004) (0.083) (0.002)
- LAC 0.096∗∗∗ −0.012∗∗∗

(0.017) (0.002)
- North America −0.021∗∗∗

(0.004)
Destination
- High income −0.000∗ −0.049∗∗∗

(0.000) (0.012)

Results of specifications that control for all moderator variables are reported in Appendix B
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TABLE 2.5: MRA Results for slow-onset events

(1) (2) (3) (4) (5)
All Cluster 1 Cluster 2 Cluster 3 Cluster 4

- Upper-middle income −0.000∗∗∗ −0.049∗∗∗
(0.000) (0.012)

- Lower-middle income 0.000∗∗∗ 0.004∗∗∗
(0.000) (0.001)

Precipitation measures
- levels −0.000∗∗ 0.000∗∗∗ −0.924∗∗∗ −0.007∗∗∗ −0.002∗

(0.000) (0.000) (0.009) (0.002) (0.001)
- deviation 0.000∗∗∗ −0.008∗∗

(0.000) (0.004)
- anomaly 0.002∗∗

(0.001)
Time lag −0.000∗∗∗ −0.000∗∗∗

(0.000) (0.000)
Temperature measures
- levels 0.000∗∗∗ −0.924∗∗∗

(0.000) (0.009)
- deviation 0.000∗∗∗ 0.000∗∗∗ −0.410∗∗∗

(0.000) (0.000) (0.005)
- anomaly −0.005∗∗∗ −0.012∗∗∗

(0.001) (0.001)
Time lag −0.000∗∗∗ −0.000∗∗∗ 0.021∗∗∗

(0.000) (0.000) (0.000)
Soil Degradation 0.011∗∗∗ −0.055∗∗∗

(0.003) (0.002)

Sample features
Time span −0.000∗∗∗ −0.002∗∗∗

(0.000) (0.000)
Source of data
- Census 0.016∗∗∗ −0.331∗∗ 0.076∗∗∗ −0.089∗∗∗

(0.002) (0.140) (0.012) (0.005)
- Official statistics 0.397∗∗∗

(0.096)
- Research data −0.007∗∗ 0.257∗∗

(0.003) (0.103)
Unit of analysis
- Household 1.256∗∗∗ 0.052∗∗∗

(0.362) (0.005)
- Individual −0.015∗∗∗ 1.051∗∗∗

(0.004) (0.287)
- Country level 0.014∗∗∗ −0.856∗∗ 0.079∗∗∗ −0.098∗∗∗

(0.004) (0.311) (0.019) (0.009)
Estimation:
- Panel 0.019∗∗∗ 0.066∗∗ 0.042∗∗∗

(0.004) (0.024) (0.006)
- Poisson −0.514∗∗

(0.219)
- OLS and ML 0.010∗∗∗ −0.017∗∗∗ 0.011∗∗∗

(0.003) (0.000) (0.002)
- IV 0.041∗∗∗ 0.044∗∗∗

(0.011) (0.011)

Controls:
- Slow and fast included −0.032∗∗∗
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TABLE 2.5: MRA Results for slow-onset events

(1) (2) (3) (4) (5)
All Cluster 1 Cluster 2 Cluster 3 Cluster 4

(0.008)
- Income 0.004∗∗∗ 0.170∗∗ 0.004∗∗∗

(0.001) (0.065) (0.000)
- Conflict 0.249∗∗∗

(0.063)
- Political stability −0.130∗∗∗ 0.012∗∗∗

(0.040) (0.002)
- Population 0.005∗∗ 0.031∗∗∗ 0.009∗∗∗

(0.002) (0.008) (0.002)
- Diaspora −0.156∗∗

(0.074)
- Past migration −0.090∗∗ 0.007∗∗∗

(0.042) (0.000)
- Poverty 0.096∗∗ −0.011∗∗∗

(0.039) (0.002)
- Culture 0.436∗∗

(0.173)
- Agriculture 0.004∗∗∗ −0.461∗∗

(0.001) (0.193)
- Labour

- Urban −0.013∗∗∗ 0.265∗∗ −0.016∗∗∗
(0.002) (0.111) (0.004)

- International aids −0.025∗∗∗ −0.036∗∗∗
(0.008) (0.003)

Interacted terms (channels):
- Agriculture −0.055∗∗∗ 0.003∗

(0.000) (0.001)
- International aid 0.023∗ 0.034∗∗∗

(0.013) (0.000)
- Culture −0.006∗∗∗ −0.006∗∗∗

(0.001) (0.002)
- Destination 0.012∗∗∗

(0.002)
- Poverty −0.058∗∗∗

(0.011)
- Income and agriculture 0.029∗∗∗ 0.024∗∗∗

(0.005) (0.004)
- Education −0.000∗∗∗ −0.000∗∗∗

(0.000) (0.000)
- Environment −0.000∗∗∗ −0.000∗∗∗ 0.003∗

(0.000) (0.000) (0.001)
- Income −0.003∗∗ −0.018∗∗∗

(0.001) (0.004)
- Origin −0.000∗∗∗ −0.000∗∗∗ −0.046∗∗∗

(0.000) (0.000) (0.005)
- Past migration −0.013∗∗∗ −0.007∗∗∗

(0.003) (0.000)
- Political stability −0.037∗∗∗ −0.047∗∗∗

(0.008) (0.002)
- Population −0.019∗∗∗ −0.028∗∗∗

(0.006) (0.008)
- Urban 0.011∗∗∗ 0.021∗∗∗
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TABLE 2.5: MRA Results for slow-onset events

(1) (2) (3) (4) (5)
All Cluster 1 Cluster 2 Cluster 3 Cluster 4

(0.004) (0.001

PEESE Correction: β0 −0.012∗∗∗ −0.783∗∗∗ 0.655∗∗∗ −0.030∗∗∗ 0.079∗∗∗

N. of Obs. 3897 932 100 1814 1051
N. of Studies 66 23 3 18 22

Note: Stepwise regression of overall sample (1) and sub-samples defined by clusters (2-5) for slow-onset events.
Estimates shown represent significant coefficients obtained through a stepwise procedure (not reported when
not significant). Controls are grouped by paper features, dependent variable, independent variable, sample and
regression characteristics. PCC precision square weights (1/se2

i ); robust standard errors clustered by study in
parentheses; 95% confidence intervals in brackets; ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.

Column (1) refers to the overall sample and shows a coefficient of the main vari-
able of interest (β̂0) negative and statistically significant, implying that climatic vari-
ations may decrease incentives for migration by exacerbating credit constraints of
potential migrants. Looking at results for different clusters (columns 2-5) such neg-
ative effect is generated by studies that are included in clusters 1 and 3. The MRA of
papers in clusters 2 and 4, instead, gives positive and statistically significant PET co-
efficients (β̂0) implying that climate changes induce people to migrate. Concerning
the FAT-test, the intercept (β̂1) might deviate from zero confirming the presence of
publication bias: the peer-review process seems to particularly affect the magnitude
of the estimated effect of studies in all clusters except for Cluster 3.

Most of the papers included in the MRA for slow-onset events are published (52
articles out of 66), indeed the estimated coefficients of controls for published articles
are useful to evaluate if the peer-review process exerts some influence on reported
results in the collected studies. In Cluster 3 estimates obtained by the Preferred spec-
ification tend to be slightly lower while articles published in journals with higher
impact factors report lower estimates of the impact of slow-onset events on migra-
tion. In Cluster 4, instead, results of Published articles are lower, even if the mean
effect of this group of studies remains positive.

From the other sets of controls emerges that specific features of studies included in
the MRA differently explain the diversity in the results within clusters. The positive
coefficients of controls for corridors such as Internal and Urbanisation state that peo-
ple respond to adverse climatic change with increased internal migration. The only
exception is for studies included in Cluster 3, this is the most heterogeneous cluster
of most recent papers, where heterogeneous approaches (micro-and macro-level and
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type of migration) lead to a large heterogeneity in outcomes, varying according to
different channels explored. Findings obtained when mobility is measured by Flows
seem to be lower in the overall sample. In macroeconomic literature, usually, the
measurement of migration is a stock variable, since it is generally easier to find and
measure the number of foreign citizens born or resident in a country at any given
time. Data on flow variables and migration rates, or the number of people who have
moved from an origin to a destination in a specific period, are less available, and
analyses often rely on estimates and computations of this data. Therefore, the op-
posite sign of the coefficient of the variable Flows in Cluster 1 is not surprising since
this cluster collects all micro-level studies (where the migration variable refers to
movements of individuals as a unit, based on surveys).

Controls for how the climatic phenomenon is measured, Precipitation measures and
Temperature measures, seem to differently affect the heterogeneity of results and, in
many cases, the estimated coefficients are statistically significant but very close to
zero. The estimated coefficients of dummies for country groups included in the mul-
tiple MRA indicate how results from analyses focusing on specific regions of origin
differ. In particular, positive coefficients of controls Asia and Europe support the idea
that the results of analyses that focus on the migration from these regions are likely
to be positive (with exception of Cluster 1), while if the people move from a country
in the region of North America the impact of climate changes on migration is lower
and can be negative. The climate impact on migration from LAC (Latin America and
the Caribbean) countries are higher in Cluster 3 (where the PET coefficient is nega-
tive) and lower in Cluster 4 (where the PET coefficient is positive).

Dummies are included to control for the heterogeneity produced by the fact that
studies use different sources of data for migration. All estimated coefficients of this
set of controls are statistically significant in Cluster 1: the use of different databases
might influence the wide variety of findings. Effect sizes in Cluster 2, instead, are
not affected by the source of data used.

Since it is natural to expect the adjustment of migratory flows in response to climate
change is not instantaneous, especially in the case of gradual phenomena, most of
the studies use a panel structure with macroeconomic focus and attempt to assess the
impact of changes in climatic conditions on human migratory flows in the medium-
long term. Microeconomic analyses mostly use cross-section data to explain causal
relationships between specific features of individuals, collected through surveys and
censuses, and various factors determining the migration by isolating the net effect
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of the environment. Analyses at Individual level tend to capture a more negative im-
pact of climate changes on migration, whereas analyses at Country level tend to find
a more positive effect. As already said, for micro-level analyses in Cluster 1 controls
related to sample characteristics have opposite signs. Looking at dummies for the
estimation techniques, evidence suggests that the diversity in the effects sizes is in
part explained by differences in techniques. In particular positive and significant co-
efficients are found for controls as OLS and ML estimators for cross-section analyses,
same for panel studies that use Panel estimation techniques, and Instrumental Vari-
ables (IV) or GMM estimators to correct for endogeneity. Micro-economic analyses
(Cluster 1) use more disaggregated data, while the high presence of zeros in the de-
pendent variable is treated with a Poisson estimator, which tends to produce lower
estimates.

Many authors highlight the importance of variables of political, economic, social
and historical nature, in influencing the impact of climatic anomalies on migration
processes, emphasising the role of important channels of transmission of the en-
vironmental effect to migrations. The multiple MRA includes a set of dummies for
Controls included in the estimation of the model of migration and dummies for Chan-
nels through which the climatic event determines migration. The idea is that studies
based on the same theoretical framework tend to include the same set of control
variables or interacted terms and these controls may positively and negatively affect
the effect size of climate changes on migration.

Table 2.6 shows the results of the MRA for fast-onset events, or rather natural dis-
asters, more or less related to climate change, which appear as destructive shocks of
limited duration and for which the ability to predict is reduced.

TABLE 2.6: MRA Results for fast-onset events

(1) (2) (3) (4) (5)
All Cluster 1 Cluster 2 Cluster 3 Cluster 4

Constant (PET): β̂0 0.044∗∗ −0.127∗∗∗ 3.147∗∗∗ −0.508∗∗∗ 0.419∗∗∗
(0.021) (0.032) (0.091) (0.038) (0.030)

Standard Error (FAT): β̂1 0.997∗∗∗ −1.506 −0.097 6.410∗∗∗ 1.070
(0.279) (1.399) (0.116) (0.961) (0.783)

Paper features
- Preferred specification 0.001∗∗∗

(0.000)
- Published articles 0.145∗∗∗ 0.936∗∗∗

(0.004) (0.056)
- Publication Impact-factor 0.002∗∗ 0.015∗∗∗ −0.475∗∗∗ 0.048∗

(0.001) (0.004) (0.007) (0.026)
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TABLE 2.6: MRA Results for fast-onset events

(1) (2) (3) (4) (5)
All Cluster 1 Cluster 2 Cluster 3 Cluster 4

Corridor
- Internal 0.043∗∗∗ −0.021∗∗

(0.005) (0.008)
- International 0.004∗∗∗ 0.041∗∗∗

(0.001) (0.005)
- Urbanisation 0.003∗∗∗

(0.000)
Measurement
- Flows 0.322∗∗∗ −3.199∗∗∗ −0.240∗∗∗ −0.355∗∗∗

(0.027) (0.296) (0.042) (0.072)
- Stock −0.087∗∗∗ −0.357∗∗∗

(0.012) (0.071)
Region of Origin
- Africa −0.015∗∗ −0.003∗∗ 0.346∗∗∗ 0.212∗∗∗

(0.007) (0.001) (0.106) (0.044)
- Asia −0.773∗∗∗

(0.145)
- Europe −0.340∗∗ 2.114∗∗∗

(0.156) (0.313)
- LAC −0.034∗∗∗ 0.974∗∗ 0.030∗∗∗

(0.002) (0.380) (0.001)
- North America −0.023∗∗ 1.827∗∗∗

(0.009) (0.332)
Destination
- High income −4.148∗∗∗ −0.003∗

(0.181) (0.002)
- Upper-middle income −0.003∗

(0.001)
- Lower-middle income −0.002∗∗∗ −0.002∗∗∗ 0.021∗∗∗ −0.020∗∗∗

(0.000) (0.000) (0.000) (0.004)

Type of event
- Geophysical −0.054∗∗∗ −0.107∗∗∗

(0.002) (0.006)
- Meteorological 0.004∗∗ −0.063∗∗∗ −0.146∗∗∗

(0.002) (0.006) (0.006)
- Hydrogeological 0.005∗∗ 0.006∗∗ −0.054∗∗∗ −0.109∗∗∗ 0.006∗∗

(0.002) (0.002) (0.002) (0.006) (0.003)
- Climatological −0.065∗∗∗ −0.077∗∗∗

(0.006) (0.006)
Time lag 0.002∗∗∗

(0.000)
Measurement
- Frequency 0.031∗∗∗ −0.023∗∗∗ 0.556∗∗∗

(0.000) (0.000) (0.026)
- Intensity 1.137∗∗∗ 0.493∗∗∗

(0.265) (0.026)
- Occurrence 0.024∗∗∗ 0.474∗∗∗

(0.000) (0.009)
- Duration 0.368∗∗∗ 0.584∗∗∗

(0.057) (0.029)

Sample
Time span 0.000∗ 0.014∗∗∗ 0.030∗∗∗ −0.001∗

(0.000) (0.003) (0.005) (0.000)



60 Chapter 2. Meta-Analysis

TABLE 2.6: MRA Results for fast-onset events

(1) (2) (3) (4) (5)
All Cluster 1 Cluster 2 Cluster 3 Cluster 4

Source of data
- Census −0.005∗∗∗

(0.000)
- Official statistics −0.127∗∗ 0.002∗∗∗ 0.152∗

(0.044) (0.000) (0.085)
- Research data

- Survey −3.360∗∗∗
(0.052)

Unit of analysis
- Household −0.197∗∗∗ −0.910∗∗∗ 0.757∗∗∗

(0.064) (0.027) (0.067)
- Individual 0.121∗∗∗

(0.032)
- Country level −0.230∗

(0.116)

Estimation
- Panel −0.034∗∗∗ −0.621∗∗∗ 0.788∗∗∗ −0.116∗

(0.011) (0.103) (0.059) (0.059)
- Poisson −0.003∗∗∗ 0.058∗∗∗

(0.000) (0.010)
- OLS and ML −0.027∗∗ −0.037∗∗∗ 0.036∗∗∗

(0.012) (0.003) (0.011)
- IV −0.066∗∗∗ −0.037∗∗∗ 0.830∗∗∗ 0.058∗

(0.019) (0.003) (0.043) (0.031)
- Logit −0.023∗

(0.012)

Controls
- Slow and fast included −0.016∗

(0.009)
- Income 0.008∗∗∗ −0.009∗∗∗ 0.094∗

(0.000) (0.000) (0.049)
- Conflict 0.018∗∗∗ −0.061∗

(0.005) (0.033)
- Political stability 0.017∗∗∗ 0.029∗∗∗ 0.002∗∗∗ 0.097∗

(0.005) (0.001) (0.000) (0.048)
- Population 0.394∗∗∗ 0.001∗ 0.008∗∗∗ −0.036∗∗

(0.076) (0.001) (0.000) (0.017)
- Diaspora −0.028∗∗∗ −0.296∗∗∗ −0.043∗∗∗

(0.010) (0.024) (0.001)
- Past migration −0.127∗∗∗

(0.037)
- Poverty −0.015∗∗ −0.032∗∗ −0.001∗∗∗

(0.006) (0.014) (0.000)
- Geography −0.095∗∗∗ −0.006∗∗∗

(0.021) (0.000)
- Agriculture 0.002∗ 0.008∗∗∗

(0.001) (0.001)
- Labour −0.084∗

(0.047)
- Urban −0.016∗∗∗

(0.000)
- International aids −0.001∗∗∗ −0.030∗∗∗ 0.107∗∗
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TABLE 2.6: MRA Results for fast-onset events

(1) (2) (3) (4) (5)
All Cluster 1 Cluster 2 Cluster 3 Cluster 4

(0.000) (0.004) (0.047)

Interacted terms (channels)
- Agriculture 0.005∗∗ 0.007∗∗∗ −0.005∗∗∗ −0.027∗∗∗

(0.002) (0.002) (0.001) (0.004)
- International aid −0.031∗∗∗ −0.039∗∗∗

(0.005) (0.001)
- Culture 0.019∗∗ 0.015∗∗∗ 0.026∗∗∗

(0.008) (0.001) (0.004)
- Destination −0.023∗

(0.011)
- Diaspora 0.004∗∗

(0.001)
- Poverty 0.004∗∗∗ 0.008∗∗∗

(0.001) (0.000)
- Education 0.034∗∗∗

(0.001)
- Environment 0.015∗∗∗

(0.000)
- Geography 0.025∗∗∗

(0.001)
- Income −0.005∗∗∗ 0.010∗∗∗ −0.014∗∗∗

(0.000) (0.001) (0.001)
- Past migration 0.016∗∗∗ 0.014∗∗∗ 0.020∗∗∗

(0.006) (0.001) (0.000)
- Political stability −0.013∗∗∗ −0.000∗∗∗

(0.004) (0.000)
- Urban 0.038∗∗∗ −0.342∗∗∗

(0.000) (0.026)

PEESE Correction: β0 0.047∗∗ −0.138∗∗∗ 2.938∗∗∗ −0.464∗∗∗ 0.443∗∗∗

N. of Obs 2062 176 789 409 688
N. of Studies 60 13 16 7 24

Note: Stepwise regression of overall sample (1) and sub-samples defined by clusters (2-5) for fast-onset events.
Estimates shown represent significant coefficients obtained through a stepwise procedure (not reported when
not significant). Controls are grouped by paper features, dependent variable, independent variable, sample and
regression characteristics. PCC precision square weights (1/se2

i ); robust standard errors clustered by study in
parentheses; 95% confidence intervals in brackets; ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.

The coefficient of β̂0, is positive and statistically significant in the overall sample
and in clusters 2 and 4, providing evidence of an increase of migration due to sud-
den natural hazards. It is worth noting that papers in Cluster 2 (column 3) mainly
focus on fast-onset events and the summarised effect size is positive and very high.
On the other side, the summarised effect of papers in clusters 1 and 3 is negative and
statistically significant.

Results show evidence of publication bias for the overall sample and in Cluster 3,
with β̂1 statistically significant signalling that the reported effect is not independent
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of its standard error. The significant and positive coefficient found for the published
dummy confirms that there is a general Publication Impact, so the peer-review pro-
cess seems to affect the magnitude of the estimated effect, especially in clusters 1
and 2. Articles published in journals with higher Impact-factor get higher estimates
of the effects of natural disasters on migration, with exception of published articles
in Cluster 2, suggesting that editors prefer to publish results that have a positive but
more limited effect. Natural disasters affect domestic and international migration
flows. The positive coefficients of the group of controls related to the type of migra-
tion, in clusters 2 and 3 confirm that people respond to natural disasters with any
kind of mobility. Specifically in Cluster 2 natural disasters increase both Internal and
Urbanisation migration, while studies in Cluster 3 find a greater effect on Internal and
International movements of people. In Cluster 4, instead, estimates of the impact of
natural disasters are lower in the case of Internal migration. Hydrological events have
a greater impact on migration, the estimated coefficient is statistically significant in
all clusters; if the fast-onset event refers to Geophysical, Meteorological and Climatolog-
ical disasters the effect on migration is lower.

The severity of natural disasters, such as hurricanes, landslides, or floods, affects
regional agricultural production and it also has direct effects on employment and
income in the agricultural sectors of the affected regions pushing people to migrate.
However, if on the one hand natural disasters, such as droughts, floods, and storms,
push individuals to move to find new sources of income or livelihood, on the other
hand, natural disasters such as earthquakes, tsunamis, or hurricanes cause losses to
populations that might lead people into a poverty trap, with potential migrants not
having the resources to finance the trip. These effects, already highlighted by the
literature, seems to be confirmed. Also in this literature, indeed, various controls
and transmission channels analysed in the original empirical models have a role in
determining heterogeneity in results.

Finally, table 2.7 shows estimates of the sample when, one by one, each cluster
is excluded from the overall sample. In the case of slow-onset events, not including
papers of Cluster 1 and 4 results in a loss of significance of the estimate, while Clus-
ter 2 do not change consistently the final estimate. Excluding Cluster 3, conversely
results in a higher negative average effect. This highlight the fact that, with the only
exception of papers included in Cluster 2, the selection of papers entails a consistent
loss of information and different conclusions on the average effect of climatic vari-
ations on migration patterns. In the case of fast-onset events, the major change in
estimates occurs when Cluster 2 is excluded, which is very significant when taking
into account the fact that it is the most focused on natural disasters. Excluding Clus-
ter 3, conversely, results in higher estimates of the average effect of these events on
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TABLE 2.7: MRA Results for slow-onset events - Exclusion cluster by
cluster

(1) (2) (3) (4) (5)

All Cluster 1
excluded

Cluster 2
excluded

Cluster 3
excluded

Cluster 4
excluded

Panel A: Slow-onset events
Constant (PET): β̂0 −0.011∗∗∗ −0.006 −0.012∗∗∗ −0.384∗∗∗ 0.021

(0.003) (0.009) (0.003) (0.014) (0.022)
Standard Error (FAT): β̂1 −0.205∗ −0.335∗∗ −0.194∗ −0.605∗∗∗ 0.073

(0.119) (0.137) (0.113) (0.178) (0.203)

PEESE Correction: β0 −0.012∗∗∗ −0.143∗∗∗ −0.000 0.009 −0.013∗∗∗
(0.003) (0.015) (0.000) (0.009) (0.003)

N 3897 176 3797 2083 2846

Panel B: Fast-onset events
Constant (PET): β̂0 0.044∗∗ 0.042∗∗ 0.005 0.272∗∗ 0.028∗∗∗

(0.021) (0.019) (0.004) (0.127) (0.005)
Standard Error (FAT): β̂1 0.997∗∗∗ 0.920∗∗∗ 1.128∗∗∗ 0.288 −0.011

(0.279) (0.268) (0.325) (0.486) (0.120)

PEESE Correction: β0 0.047∗∗ −0.138∗∗∗ 2.938∗∗∗ −0.464∗∗∗ 0.443∗∗∗
(0.022) (0.028) (0.141) (0.002) (0.025)

N 2062 176 789 409 688

Note: FAT-PET and PEESE coefficients of overall sample (1) and sub-samples created by the exclusion of one
cluster at a time (2-5) for slow-onset events (Panel A) and fast-onset events (Panel B). The entire list of controls
is included in the estimation but not reported. PCC precision square weights (1/se2

i ); robust standard errors
clustered by study in parentheses; 95% confidence intervals in brackets; ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.

mobility.

Estimates shown in tables 2.5 - 2.7 show consistency on the initial assumption of
the existence of a bias created by the convergence of certain papers on communities
that show a high level of heterogeneity in average estimated effects and determine
consistent differences in overall results when accounted for or excluded.

2.3 Concluding remarks

The analysis offered in the chapter, combined with the results of the systematic re-
view of the literature, the bibliometric analysis, and the community detection on
the citation-based network of essays, finds evidence of the absence of a uniform
and cohesive literature. The too many different characteristics in terms of object of
analysis, methodology and mediating covariates renders the meta-analytic average
effect estimates just a first approximation of the quantitative evidence of the litera-
ture. The small, positive, and significant effect of slow- and rapid-onset variables on
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migration, can barely be considered a consensual outcome. The high level of hetero-
geneity in the four clusters of papers that compose the economic literature on envi-
ronmental migration tells us that the contributions in each cluster are conditionally
converging towards a different average effect, indicating that the estimates obtained
by the meta-analysis on the entire sample must be examined taking into account the
specificities of every group of studies. All this calls for a group-by-group analysis
of the link between environmental change and migration, and a greater effort by
scholars and institutions in validating existing studies.
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Chapter 3

Network Analysis of World
Migration Flows

3.1 Background

This chapter focuses on a descriptive analysis of international migration flows and
their evolution across the last 30 years. To meet the purpose, the analysis will use
social network analysis (SNA) tools, to identify the connectivity of the world inter-
national migration network, capitalising on the idea that human mobility configures
itself as a complex structure of connections between nodes (in this setting, countries)
through the size of migrants flows. The use of a network perspective adds to tradi-
tional studies on migration a view on characteristics of connectivity, topology and
clustering of the network. I will hereby try to analyse the migration network and
combine it with the thematic of environmental hazards.

SNA has been used in different applications, including migration, although rela-
tively recently. The study of migration from a network perspective consists of few
applications, however, it is rapidly expanding. This might be mainly due to the
unavailability of suitable dyadic and directional data until very recently. For their
shared characteristics, these applications have been often compared and related to
gravity models applied to migration (Fagiolo and Mastrorillo, 2013; Leone Sciabo-
lazza, 2018; Tranos et al., 2015). SNA revealed to be a useful tool to test the va-
lidity of most influential gravity modelling assumptions (mainly on economic, geo-
graphic, cultural and historical distances and other specific factors), capitalising on
the shared dyadic observation of the phenomenon and focusing on spatial interac-
tions. Employing the World Bank’s bilateral data on migration stocks (Özden et al.,
2011), Fagiolo and Mastrorillo (2013) provide a comprehensive study on the entire
matrix of countries, exploring the systemic structure of migration stocks from 1960
until 2000. They find evidence of a disassortative structure of linkages between dif-
ferently central nodes and high clustering with a decreasing number of clusters, as
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well as relative stability in migration patterns throughout decades included (Fagiolo
and Mastrorillo, 2013). Davis et al. (2013), using the same data within the same pe-
riod, found a trend of strengthening of what is called the “small-world” behaviour
of the migration network, accompanied by an overall homogenisation of the migra-
tion network. Through a set of measures of centrality, Aleskerov et al. (2016) focuses
on determining which are the most influential actors in the network for a selected
number of countries and considering the year 2013. Similarly, Cappart and Thonet
(2015) provide a ranking of central nodes according to different centralities. Gravity
modelling techniques are blended with network analysis tools in Tranos et al. (2015),
in the attempt to bridge the gap between descriptive and econometric approaches.
More recently, Plotnikova and Ulceluse (2021) highlight the complexity of patterns
linking migration and inequality, suggesting a bi-modal system of low-to-high in-
equality countries direction of migration as well as a high-to-high direction. Over-
all, the concept of dynamic stability has been proven by most of these contributions:
Abel et al. (2021) draws from new techniques of community detection in migration
flow networks, providing additional evidence by showing how the size and com-
position of international migration communities have been stable over time, raising
the idea of the existence of multiple international migration networks, instead of
a single one. This idea is supported by observing the complexity of migration net-
works and internal communities: within the overall system, in fact, different features
emerged. Notably, spatial fragmentation of migration can be captured by observing
the co-existence of regional centralisation and global interconnectedness (Danchev
and Porter, 2018).

Adding the most recent wave of migration flows available (2015-2020), this anal-
ysis will try to map the topology and evolution of migration flows in the last 30
years and introduce a simple descriptive method not yet used in SNA applications
to migration to visualise hierarchical structures of the network and compare it with
canonical community detection strategies. To introduce the next chapter, a specific
focus on the potential impact of natural disasters on migration networks will be pro-
vided.

3.2 The World Migration Network

3.2.1 Methodology and Data

The analysis uses methods issued from SNA to sample the network, measure con-
nectivity and characteristics of nodes and links and visualise the network. Addition-
ally, it will provide a visualisation of the hierarchical structure of the network and
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detect communities. The world migration network (WMN) is intended as the sys-
tem that connects nodes through linkages of different strengths generated by human
mobility. The analysis uses a macro perspective on international migration, consid-
ering countries as nodes from and to which links start or end. Linkages between
nodes are made through human mobility so that a connection between two coun-
tries exists whenever a number of people originating from a node decide to move
to a different destination node within the time frame considered. The number of
migrants that moved from one node to another in a specific period represents the
weight of the links, which is stronger for numerous and structured corridors of mi-
grants.

The network can then be formalised as N = (V , L , W , P), where the first part
represents a simple graph, with V as the set of vertices and L the set of linkages.
Additional features to the two graph elements are weights W , which are associated
with each link, and P , which includes a set of characteristics of each node. Each
edge has a specific direction, that goes from the node that originates it to a target
node. The network is then directed. Furthermore, the network is also weighted by the
size of flows.

To describe and represent graphically the WMN, I will use a recently published data
estimation of migration flows taken from Abel and Cohen (2019b). This dataset of-
fers an overview of different estimation methods for migration flows derived from
International Migrant Stock data inputs by the United Nations (UNDESA, 2019).
The estimation strategy chosen to represent the network hereby comes from Abel
(2018) and it contains six waves: 1990-95, 1995-2000, 2000-05, 2005-2010, 2010-2015,
2015-2020. It is important to point out that, unlike several previous analyses, the
data hereby used contain measures of flows of migration. Due to data unavailabil-
ity, data on stocks have often been used in studies requiring dyadic observations,
with the non-negligible difference that stocks of migrants describe the cumulative
presence of foreign-born in a country, while flows are able to capture the number
of people moving from a place to another in the specific time window considered
(actual emigration and immigration). Furthermore, this work adds on previous by
including a new wave of migration flows, the most recent time window 2015-2020.

The final section of the analysis will also try to give a picture of the relationship
between migration and environmental factors. To do so, migration data have been

Version 6, Posted on 06.02.2021
A more detailed description of the dataset is provided in Chapter 4 and Appendix D, section ??
The same estimation strategy to flows has been used in Leone Sciabolazza (2018)
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FIGURE 3.1: World Migration Network by 5-year period
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TABLE 3.1: Global summary statistics of world migration network

Period Flows
(in mln)

Nodes
(countries) Links Mean

edge weight

1990-95 33.1 163 9012 3564
1995-00 33.0 185 11 394 2837
2000-05 40.4 185 11 553 3326
2005-10 47.4 186 11 667 3896
2010-15 44.8 186 11 394 3795
2015-20 40.7 186 11 109 3522

Density Clustering
coefficient

Longest
Path Length

Average
Path Length Reciprocity Assortativity

(by degree)
Assortativity
(by strength)

1990-95 0.34 0.76 5 1.80 0.19 -0.28 -0.12
1995-00 0.33 0.76 5 1.72 0.21 -0.28 -0.14
2000-05 0.34 0.77 4 1.70 0.23 -0.33 -0.16
2005-10 0.34 0.77 6 1.74 0.21 -0.33 -0.14
2010-15 0.33 0.78 5 1.73 0.20 -0.33 -0.15
2015-20 0.32 0.78 5 1.73 0.26 -0.33 -0.18

Note: Summary statistics of WMNs for periods 1990-95, 1995-00, 2000-05, 2005-10, 2010-15, 2015-20. Data of mi-
gration flows issued from Abel and Cohen (2019b), estimates of flows according to closed demographic accounting
methodology (Abel, 2018).

merged with data on natural disasters. The most reliable and complete dataset for
natural disasters is the Emergency Events Database EM-DAT, compiled by the Cen-
tre for Research on the Epidemiology of Disasters (CRED), which contains 22,000
mass disasters from 1900 to present day. Observations have been grouped to match
time windows in Abel and Cohen’s dataset, aggregating the number of disasters by
type and by the total number. In this way, I obtained a measure of the frequency
of hazards by country for each 5-year period. Occurrence and frequency of natural
hazards are the most common tools used by the literature to relate disasters on mi-
gration determinants (cf. Chapter 1-2). However, the simple fact that they occur and
hit a specific area might not be enough to determine a causal relation with migration,
because of their interaction with many aspects of human lives. This concern will be
addressed in the next chapter, in which a novel index of risk connected to natural
hazards will be introduced.

3.2.2 Descriptive Analysis

Global network topology The analysis starts from global metrics of the migration
flow network. Since the first period of observation (1990-95), it is possible to observe
an increase in the number of migrants in the world, from 33 to almost 41 million for
the last round of observation. A peak is detected in the five years going from 2005

CRED is part of the School of Public Health of the Université Catholique de Louvain (UCL). CRED
launched the EM-DAT in 1988, with the support of the World Health Organization and the Belgian
government. EM-DAT is compiled from various sources, according to their rank in terms of reliability:
UN agencies (OCHA, WHO, WMO, FAO, etc.), national governments, US agencies (NOAA, USGS,
etc.), inter-governmental organisations (World Bank) and insurance companies. www.emdat.be

Details on different types of natural disasters are reported in table C.1 Appendix C
Unfortunately, data are available for a restricted and very recent period (2012-2020).

www.emdat.be
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and 2010 when global flows reached more than 47 million. This figure is reflected
also in the overall number of links: while the number of nodes reflects the number
of countries included in the sample, meaning that every node has at least a con-
nection to another (in other words, every country is either - or both - a sender or a
receiver of migrants), the number of links increases from 1990-95 to 1995-2000 (more
2000 than additional links are created) with a peak in the number of links in the pe-
riod corresponding to the peak of flows (2005-2010). While the first increase can be
explained by the creation of new nations (with countries splitting and gaining inde-
pendence by the end of the millennium), de facto creating new nodes in the network
(and jumping from 163 to 185), the peak in 2005-2010 (with a stable number of coun-
tries) testifies a process of formation of new connections. Although the following
two periods show a decreasing amount of links between nodes, the overall process
of formation and deletion of links, despite some fluctuations, proves stability in the
inter-connectivity of nodes and persistence of links (Fagiolo and Mastrorillo, 2013,
found the same persistence of links also in migrants stocks for antecedent decades
1960-2000). The stability of network linkages can also be seen in values of network
density, which represents the proportion of connected links over the entire amount
of potential links in the network: overall, a third of potential links connect in each
period considered. This figure is lower than the density calculated on networks de-
fined by stocks of migrants (Fagiolo and Mastrorillo, 2013), consistently with the
different measuring of migration employed. The coefficient of reciprocity shows
that each network is mainly unidirectional: in fact, it represents the probability that
an edge going from node i to node j corresponds with another edge going from j to
i. In each period, this probability is around 20 percent, meaning that the majority
of edges are unidirectional (keeping in mind that a probability of 0 corresponds to
purely unidirectional networks), although a fifth of links configures as reciprocal. A
jump in reciprocity can be seen in the last wave of observations, in which more than
a fourth of edges are found to be reciprocal. To describe the directionality of links
it is also interesting to look at assortativity coefficients. These metrics can provide
information about how nodes with similar or opposite characteristics connect with
each other: the two metrics reported in table 3.1 describe assortativity coefficients
by degree and by strength. The first captures the presence or absence of homophily
among vertices of the same or opposite degree. Assortativity by degree shows if
vertices showing high degree (high number of edges connected to a node) tend to
connect to other high-degree vertices (positive coefficient, the case of homophily) or
else they tend to connect more with low-degree vertices (negative coefficient). The
constant negative values reported show a persistent disassortative mixing, a trend

i.e. nations created after the dissolution of Soviet Union
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that is consistent also when weights (strength) of the connections is taken into ac-
count. Countries with few connections or less intense flows have the tendency to
connect with countries with a consistent number of (weighted) connections. The
disassortative behaviour of migration networks is not new to the literature (Fagiolo
and Mastrorillo, 2013; Leone Sciabolazza, 2018) and can be at the basis of hierarchical
structures and star-like structures. This aspect will be investigated in section 3.3

Local measures This section summarises some of local measures of centrality of
each network and provide some rankings of most central nodes according to differ-
ent features. Starting by in- and out-degree, measures simply capturing the number
of links reaching or starting from a node and are calculated as cin

d (i) = ∑N
j ̸=i Lij

for in-degree and cout
d (i) = ∑N

j ̸=i Lji in the case of out-degree. Centrality according
to degree gives a picture of central nodes without taking into consideration the size
(weights) of links reaching or starting from them. World migration configures as a
weighted network, thus it is interesting to observe how the size of flows (weights of
edges) determines the centrality of a node: in- and out-strength (or weighted in- and
out-degree) are calculated aggregating over the total of weights linked to the node
and, similarly to degree, are computed both for weights of edges directed to node i
(in-strength) as cin

s (i) = ∑N
i ̸=j Wij and for those originating from node i (out-strength)

as cout
s (i) = ∑N

i ̸=j Wji. Table 3.2 shows normalised measures of degree and strength
of both directions (in- and out-). The highest out-strength scores show a constancy
of some of the biggest players (India, Bangladesh, China), along with contextual
nodes emerging, that can be explained by the current major crisis at the time of ob-
servation (i.e. Rwanda for 1990-95 period or Syria for 2010-2015). The difference
in ranking between strength and degree centrality highlight the potential existence
of strongly preferential migration streams toward a specific destination instead of
various nodes. This difference is higher in initial waves (until 2000), where a high
score of out-strength centrality corresponds to a low ranking in-degree centrality
and manifests the existence of flows mainly directed toward a few other nodes. Ex-
cept for Syria and Venezuela, in the last rounds, this trend changes, equalising high
ranking in strength to high ranking in degree, which displays a tendency of such
central nodes to “diversify” their linkages towards new destinations.

The importance of a node in the network can also be captured not only because of
the high number of connections it has but also because of its crucial positioning in the
network. For this purpose, betweenness centrality describes the centrality of a node
in terms of how its position serves as a hub between different nodes, by comput-
ing the number of paths between other pairs that pass through the node. Defining
σ(s, t) as the number of shortest path between node s and node t, the betweenness
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TABLE 3.2: Ranking by degree and strength centrality

Out In

Country Strength Degree Outflows
in mln

Country Strength Degree Inflows
in mln

1990-1995

Mexico 6.76 0.87 2.17 United States 17.07 1.45 5.48
(1) (27) (1) (1) (8) (1)

Pakistan 6.11 0.47 1.96 Afghanistan 9.49 0.50 3.05
(2) (55) (2) (1) (61) (2)

India 4.77 1.13 1.53 Ethiopia 4.49 0.68 1.44
(3) (11) (3) (1) (47) (3)

Rwanda 4.58 0.22 1.47 Germany 4.29 1.41 1.38
(4) (74) (4) (1) (11) (4)

United States 3.72 1.26 1.19 Congo - Kinshasa 4.20 0.65 1.35
(5) (5) (5) (1) (4) (5)

1995-2000

Mexico 7.59 0.50 2.45 United States 27.77 1.53 8.98
(1) (55) (1) (1) (1) (1)

Kazakhstan 4.03 0.68 1.30 Russia 7.49 0.91 2.42
(2) (37) (2) (1) (32) (2)

India 3.73 1.18 1.21 Germany 4.12 1.22 1.33
(3) (2) (3) (1) (14) (3)

Philippines 3.16 0.78 1.02 Rwanda 3.88 0.04 1.26
(4) (28) (4) (1) (101) (4)

Congo - Kinshasa 3.05 0.50 0.99 Canada 3.32 1.45 1.07
(5) (55) (5) (1) (5) (5)

2000-2005

India 7.31 1.01 2.81 United States 18.15 1.29 6.98
(1) (9) (1) (1) (18) (1)

Mexico 6.16 0.92 2.37 Spain 7.59 1.45 2.92
(2) (15) (2) (1) (5) (2)

China 5.02 0.89 1.93 Russia 4.67 1.38 1.79
(3) (18) (3) (1) (11) (3)

United States 4.30 1.12 1.65 Italy 4.49 1.54 1.73
(4) (4) (4) (1) (1) (4)

Bangladesh 4.03 1.06 1.55 United Kingdom 4.15 1.49 1.60
(5) (7) (5) (1) (3) (5)

2005-2010

India 8.61 0.91 3.92 United States 14.95 1.33 6.79
(1) (17) (1) (1) (13) (1)

Bangladesh 7.49 1.05 3.40 United Arab Emirates 8.08 0.93 3.67
(2) (7) (2) (1) (34) (2)

China 4.32 0.82 1.96 United Kingdom 5.21 1.41 2.37
(3) (24) (3) (1) (7) (3)

Philippines 3.46 1.05 1.57 Russia 5.15 1.37 2.34
(4) (7) (4) (1) (11) (4)

United States 2.96 0.97 1.34 Spain 5.08 1.48 2.31
(5) (12) (5) (1) (2) (5)

2010-2015

Syria 12.71 0.47 5.50 United States 14.20 1.47 6.14
(1) (56) (1) (1) (5) (1)

India 7.80 1.07 3.37 Turkey 6.22 0.97 2.69
(2) (8) (2) (1) (28) (2)

Bangladesh 5.38 1.02 2.33 Germany 5.18 1.37 2.24
(3) (11) (3) (1) (13) (3)

Nepal 4.72 0.97 2.04 Saudi Arabia 4.80 0.59 2.08
(4) (15) (4) (1) (51) (4)

China 3.59 0.72 1.55 Russia 4.16 1.41 1.80
(5) (31) (5) (1) (11) (5)

2015-2020

Venezuela 9.61 0.26 3.76 United States 14.45 1.53 5.65
(1) (77) (1) (1) (3) (1)

India 7.98 1.36 3.12 Germany 9.42 1.49 3.68
(2) (1) (2) (1) (6) (2)

Bangladesh 6.10 1.22 2.39 United Kingdom 4.59 1.40 1.80
(3) (4) (3) (1) (9) (3)

Syria 5.52 0.62 2.16 Turkey 4.49 1.27 1.76
(4) (41) (4) (1) (20) (4)

China 4.16 1.19 1.63 Colombia 4.07 0.76 1.59
(5) (5) (5) (1) (40) (5)

Note: Centrality measures of WMNs for periods 1990-95, 1995-00, 2000-05, 2005-10, 2010-15, 2015-20. Data of
migration flows issued from Abel and Cohen (2019b), estimates of flows according to closed demographic

accounting methodology (Abel, 2018).
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TABLE 3.3: Betweenness centralities

Country Score Country Score Country Score
1990-95 1995-00 2000-05

Italy 0.073 Uganda 0.073 Costa Rica 0.067
Greece 0.069 South Africa 0.062 Thailand 0.062
Bolivia 0.053 Bolivia 0.052 Malta 0.051
Bahrain 0.051 Slovenia 0.048 New Zealand 0.049
Kuwait 0.050 Argentina 0.045 Panama 0.043

2005-10 2010-15 2015-20

Bolivia 0.082 Egypt 0.081 Argentina 0.077
Mali 0.067 Latvia 0.081 Lithuania 0.069
Thailand 0.063 Bolivia 0.070 Chile 0.062
Philippines 0.056 Guinea 0.068 Qatar 0.051
Greece 0.041 Mexico 0.054 Guinea 0.051

Note: Centrality measures of WMNs for periods 1990-95, 1995-00, 2000-05, 2005-10, 2010-15, 2015-20. Data of
migration flows issued from Abel and Cohen (2019b), estimates of flows according to closed demographic

accounting methodology (Abel, 2018).

TABLE 3.4: Closeness centralities

Country Score Country Score Country Score
1990-95 1995-00 2000-05

Bolivia 0.526 South Africa 0.530 Costa Rica 0.530
Iceland 0.523 Uganda 0.526 Thailand 0.527
Bahrain 0.518 Bolivia 0.526 Panama 0.526
Bulgaria 0.518 Costa Rica 0.524 Malta 0.524
Costa Rica 0.513 Bahamas 0.523 Namibia 0.521

2005-10 2010-15 2015-20

Bolivia 0.533 Latvia 0.541 Argentina 0.508
New Caledonia 0.517 Bolivia 0.526 Iceland 0.505
Costa Rica 0.510 Lithuania 0.517 Guinea 0.504
Ghana 0.508 Thailand 0.514 New Zealand 0.499
Slovenia 0.508 Mexico 0.511 Lithuania 0.495

Note: Centrality measures of WMNs for periods 1990-95, 1995-00, 2000-05, 2005-10, 2010-15, 2015-20. Data of
migration flows issued from Abel and Cohen (2019b), estimates of flows according to closed demographic

accounting methodology (Abel, 2018).

centrality of node i is calculated as cb(i) = ∑N
i ̸=s ̸=t

σ(s,t|i)
σ(s,t) or the total number of short-

est paths between s and t passing through i over the total number of shortest paths
between s and t (Kolaczyk and Csárdi, 2014). In table 3.3, it emerges how central-
ity intended in terms of betweenness changes the importance of specific countries.
On the other hand, closeness centrality defines the centrality of a node according to
how close it is to many other nodes (Kolaczyk and Csárdi, 2014), taking into account
short paths between nodes and weights. In the world migration network closeness
centralities are calculated on the undirected graph weighted by the size flows. It is
useful to identify potential migration flows for countries close to nodes counting for
intense migration flows (Aleskerov et al., 2016). It is calculated as cc(i) = 1

∑N
i ̸=j dist(i,j)

.

Ranking of countries by closeness centrality is reported in table 3.4.
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3.3 Hierarchical structure of the WMN

The minimal spanning tree. Global measures in table 3.1 and local centralities de-
scribed in tables 3.2-3.4 provide some information about the connectivity, topology
and characteristics of main nodes in each of the WMN by 5-year period. Visual-
isations of flows (figure 3.1) give a picture of flows of human mobility, although
quite messy. However, they also show the extremely high dimensionality of link-
ages between nodes, making it difficult to observe hierarchical structures or node
positioning. Although informative, visualising the entire system of elements and
interactions might result unclear. For densely connected networks, such is also the
case of trade, the minimal spanning tree (MST) has been used as a technique of reduc-
tion of dimensionality, able to provide a representation of a sort of backbone of the
network. It is based on an algorithm introduced by Kruskal (1956) to give a practical
solution method for constructing a subgraph that spans throughout all vertices of
the main graph and minimises the distances between them. Examples of applica-
tions for densely connected networks can be found in the complex network such as
international trade networks, which are closely comparable to the case of migration.
To identify important trading partners of countries Maeng et al. (2012) extracts the
skeleton network in the international trade network, by keeping the most important
importing link of a country by using Kruskal’s algorithm. Thanks to this technique,
they were able to identify the dominant interacting trading partner among coun-
tries and the existence of hub nodes. For time series, MSTs are particularly useful
to visually observe shifts in the hierarchical structure and dominant positions of the
network (Lee and Nobi, 2018; Cepeda-López et al., 2019).

Methodology. Formally, a minimal spanning tree is a subgraph of the main graph
that connects all vertices in such a way that the cost of connections is reduced at
its minimum. In graph theory, a tree is an undirected graph in which for two given
nodes only one connection exists, so that no cycles or triangles are formed. The MST
spans throughout all nodes included in the original graph. It is minimal because it
consists of a subset of edges such that the total weight of all edges is minimised, se-
lecting the shortest edge between two nodes. Kruskal’s algorithm allows extracting
the MST from an undirected weighted network, resulting in especially useful to re-
duce the dimensionality of densely connected networks and create a subset of edges
connecting all nodes without any loop and with minimum possible edge weight.
The graph must then be undirected and weighted. The WMNs analysed here are
weighted by the size of flows between two nodes and directed so that for each node
they both include immigration and emigration patterns. However, as highlighted
by reciprocity measures in table 3.1, all the networks are not reciprocal, meaning
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that flows are almost completely unidirectional. To obtain a symmetrical undirected
version of the networks is then possible to consider exclusively one directionality
(outward) of the weighted matrix, without entailing loss of information. Addition-
ally, the strength of links is set as the inverse of the obtained bilateral flow weights
gij = 1/mij, to correctly take into account the concept of distance between nodes
in a migration network. In fact, minimising distance in this context can be trans-
lated as maximising the undirected weights of each migration network. For each
5-year period of observation an MST graph is extracted: each of them counts of N
nodes, the same number of nodes included in the original graph, and N − 1 edges,
exclusively one per each node, without any loop, representing the shortest distances
between countries. The resulting graph is a “filtered” version of the original system
(Cepeda-López et al., 2019), manifesting as a skeleton of relations between countries.

Results. MSTs for each period included in the sample (1990-95, 1995-00, 2000-05,
2005-10, 2010-15, 2015-20) are represented in figure 3.2. Each node is a country code
with the corresponding ISO3 system. Links between each node are unique and are
the edges that minimise the distance between two nodes; in other words, only the
edge with the shortest distance between two nodes is displayed. The size of nodes
captures the in-strength score of each country. The colours of each node are set by
continent, to capture intra- and inter-regional structures. Across every period, a
star-like structure emerges and evolves over the years. The central positioning of
the United States is persistent and counting the maximum number of edges (degree)
in every period. The U.S. are constantly the centre of a group of countries and the
biggest node in size by weighted degree centrality. However, its positioning com-
pared to every other subgroup changes over time. While the first wave shows flows
connected one another more through linkages between them, in a sort of chain of
connectivity, during the period going from 1995 to 2000 the U.S. configure as the
centre of a star, connecting each regional subgroup. The composition of countries
belonging to the U.S.-led group highlight the dimension of global inter-connectivity
that goes beyond regional geography. A trend in regionalisation in flows can be de-
tected by comparing the first wave with the others. During the period 1990-95, flows
do not seem particularly driven by geographical proximity by continent (with some
exceptions) as much as linguistic and colonial linkages (the case of nodes connected
to France, United Kingdom, Belgium and Portugal for example). The dissolution of

Literature on trade (Maeng et al., 2012; Cepeda-López et al., 2019) uses the undirected version of
a directed network by symmetrising the flow-weighted adjacency matrix M as Mij = (Mij + Mji)/2.
This is mainly motivated by the consistent difference between trade and migration flow networks,
with the former characterised by high reciprocity.
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FIGURE 3.2: Minimum spanning tree of WMNs
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Note: Minimal spanning tree of the undirected weighted migration network. Each continent is assigned to a
colour: red (Africa), orange (Americas), yellow (Asia), light blue (Europe) and darker blue (Oceania). Each node
has only one edge. Node size is proportional to weighted in-degree centrality of each node. Fruchterman-Reingold
algorithm used for forced layout.
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the Soviet Union creates starting from 1995-00 a Russia-led group, constantly hav-
ing neighbouring and former-soviet countries orbiting around its node. Western and
Central African countries create a more spread tree of strongly regionalised connec-
tions between them, resulting to be strictly connected mostly according to the conti-
guity of borders between countries constantly over time, with some exception due to
past colonial linkages. In the last ten years, however, their distance to the most cen-
tral node (U.S.) has shortened considerably and attracted in a direct way (the case of
Nigeria, Kenya). The force of attraction of the central node seems to go increasingly
beyond the negative effect that distance would exert on long-distance migration.
However, this might raise evidence to the role played by pull factors such as income
(cf. figure C.1 in Appendix C, where per capita GDP-weighted nodes around the
US show a consistent difference in size compared to its satellites). The role of Eu-
ropean countries, evolving during the time considered, generate a shift in the U.S.-
led star-like structure starting from the beginning of 2000. A competing pole of a
group of Europe-centred nodes starts to emerge, creating independent sub-groups.
France leads for the entire period a subgroup of ties with countries sharing same
language (in the case of European countries, Belgium and Luxembourg) and, most
importantly, past colonial domination (Algeria, Tunisia, Morocco in the Maghreb
area, Senegal and Cameroon for Sub-Saharan Africa and New Caledonia in the Pa-
cific). Linguistic proximity and colonial links drives also the most important links
to Portugal and Spain. A central node by in-strength emerging from table 3.2 is
the United Kingdom, which compared to the U.S. shows less direct links connected
to it, whereas generates a stream of connections to other subgroups. Many of its
links are driven by linguistic and past colonial relations, as well as consistent inter-
continental flows. Overall, it is possible to see that geographic proximity mainly
drive inter-regional migration within the African continent, often between neigh-
bouring countries. Exceptions, as already pointed out, can be made with respect to
past colonial links (and consequent language proximity). This trend starts to change
in the last 10 years, with countries becoming closer to third countries. Starting from
the early 2000s, and consequently, to crucial historical events, Russia becomes the
hub of former soviet or satellite countries, starting to share this role with Germany
in the last 2 waves. The position of Italy shows a prevalence of geographical prox-
imity until the early 2000s, mostly exclusively linked with Mediterranean countries
(Albania, Greece, North Macedonia) which shift more recently. The leading role of
Germany might have more mixed explanations: its position evolves from geograph-
ically close tied countries (linking Scandinavian countries) to a more mixed scenario
shown in last waves, in which Germany leads a new group of countries: this new
hub seems led by geographical proximity, with third European countries and cor-
ridors mainly driven by countries with ongoing conflicts (Syria, Afghanistan). The
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central role of India, which exhibit high outward centrality scores, is quite stable
all along the 30 years, linking together different leaders of groups and subgroups:
United States, United Kingdom and a new emerging group orbiting around Gulf
countries (starting from 2005-10) and the Central as well as Southern Asian sub-
group.

The evolution of WMNs starting from the first wave compared to the last round
can be summarised in the persistence of certain regional patterns: however, earlier
flows performed sorts of “chains” of connections between one another, with a big
player identified by the United States, while the last round shows a less concen-
trated tree, with at least three multiple groups of countries generating independent
subgroups (even after removing links with the leading node). The visual inspection
hereby summarised highlights some interesting points. From one side, it validates
some of the traditional gravity model assumptions. The majority of patterns are
strongly linked to geographical proximity, with subgroups strongly based on neigh-
bouring countries. Regional flows remain prevalent for African countries and, later
on for Central and Southern Asia. Geographical proximity is increasingly determin-
ing main linkages with European countries: even if cultural ties such as colonial
past and linguistic proximity have played and still play an important role in reduc-
ing “distance” between countries, the last two waves show the biggest European
players involved in inter-regional migration, gathering them together (except the
United Kingdom and Russia). Canonical bilateral covariates included in gravity
model (Beine et al., 2016, for an overview of the gravity model applied to migra-
tion) are found consistent with the hierarchical structure displayed by the six MSTs
shown in figure 3.2.

The results provide additional evidence to two coexisting phenomena, persisting
regional concentration of migration, showing how flows occur mainly within the
same macro-area, and, at the same time, global interconnectedness among countries
belonging to different regions through some specific hub node. In the next section, a
community detection will be run to identify how countries cluster together beyond
the mere geographical locations.

3.4 Community detection of the WMN

To obtain communities, a version of modularity maximisation algorithm (Newman
and Girvan, 2004) for directed weighted networks (Leicht and Newman, 2008) is

This point has already been highlighted in literature (Danchev and Porter, 2018).
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FIGURE 3.3: Size of communities ordered by numerosity
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Note: Community sizes obtained from WMNs for periods 1990-95, 1995-00, 2000-05, 2005-10, 2010-15, 2015-20.
Data of migration flows issued from Abel and Cohen (2019b), estimates of flows according to closed demographic
accounting methodology (Abel, 2018).

used, a method already widely employed in previous applications of community
detection to migration networks (Danchev and Porter, 2018; Fagiolo and Mastror-
illo, 2013). For every 5 years resulting communities vary between 8 (for the first
3 waves) and 7 (for the last three). What changes consistently is the size of each
community. Figure 3.3 shows the size of communities ordered from the most popu-
lated (by number of countries) to the least. It is possible to observe in the first place
that the smallest in size communities disappear (the eighth community disappear-
ing in 2005, and community 7 reaching a size of 10 by the end of the period). At
the same time, the largest community (Com. 1) consistently decreases in number of
included countries, from a maximum value of 71 to around 40. Reduction in size
and number of communities has been pointed out in earlier studies: figure 3.3 adds
the evidence of a persisting trend of a shrinking number of communities accompa-
nied by the larger size of each of them. These figures show increasing connectivity
between countries, which aggregates to largest communities of closer nodes and
separate more distantly connected nodes. Figure 3.4 shows graphically a compar-
ative partitioning of countries. The first column reports the geographical mapping
of cluster partitioning all over world countries; each country is coloured according
to the community of belonging. The same scheme of colours associated with each

These two applications are run on a different data source, which contains data on migrant stocks.
The dataset hereby used, instead, uses an estimation of migration flows
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FIGURE 3.4: Community detection on WMNs 1990-95 and 2015-20

Note: Community obtained from WMNs for periods 1990-95, 1995-00, 2000-05, 2005-10, 2010-15, 2015-20. Data of
migration flows issued from Abel and Cohen (2019b), estimates of flows according to closed demographic account-
ing methodology (Abel, 2018).
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TABLE 3.5: Assortativity coefficients by cluster and frequency of nat-
ural disasters

1990-95 1995-00 2000-05 2005-10 2010-15 2015-20

Assortativity by degree −0.277 −0.284 −0.330 −0.334 −0.331 −0.333
Assortativity by strength −0.119 −0.140 −0.156 −0.143 −0.154 −0.178

Assortativity by frequency attribute
Overall -0.011 -0.027 -0.022 -0.015 -0.003 -0.015

Community 1 −0.043 −0.046 −0.030 −0.022 −0.033 −0.037
Community 2 −0.027 −0.064 −0.053 0.0002 −0.042 −0.105
Community 3 −0.018 −0.037 −0.063 −0.070 −0.044 −0.001
Community 4 −0.014 −0.137 −0.101 −0.146 −0.044 −0.074
Community 5 −0.094 −0.144 −0.110 0.016 −0.104 0.097
Community 6 −0.059 −0.065 −0.066 −0.798 −0.140 −0.014
Community 7 −0.271 −0.162 0.017 −0.577 −1 −0.089
Community 8 −0.389 0.500 −0.428

Note: Community obtained from WMNs for periods 1990-95, 1995-00, 2000-05, 2005-10, 2010-15, 2015-20. Data of
migration flows issued from Abel and Cohen (2019b), estimates of flows according to closed demographic account-
ing methodology (Abel, 2018).

community is then reported in minimal spanning trees for each 5 years. A visible evo-
lution, also highlighted by the visualisation of MSTs is the stronger centralising role
of the cluster led by the United States evolving in different composition of the clus-
ter. Clustering according to the community detection algorithm is mirrored in the
hierarchical structure displayed by the MSTs.

This new visualisation gives some insights on the geographical distribution of com-
munities around world countries and through which main channels are they strongly
connected. The highly fragmented picture portrayed in the first wave, with a big
U.S.-led community and other small communities composed of few countries, evolves
in a progressively more homogeneous partitioning.

3.5 The WMN and Natural Hazards

To introduce the next chapter, this section puts together findings from previous sec-
tions (hierarchical structure and community detection) and combine them with the
role of environmental hazards in human migration. I will consider in this section
a specific vertex value function P describing the frequency of environmental dis-
asters. Figure C.5 in Appendix C reproduce the visualisation of minimum spanning
trees by weighting the size of nodes, this time, by the frequency of occurrence of nat-
ural hazards within the corresponding time windows. In order to explore the role
of natural disasters on international migration, table 3.5 shows indices of assorta-
tivity by attribute. Assortativity by attribute is a way to evaluate the homophily of
nodes concerning a specific attribute. In this case, the occurrence of natural disas-
ters in a country is taken as an attribute for each vertex. Disassortative mixing has
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already been established to be a characteristic of migration networks when consid-
ering degree or strength as an attribute. For each wave, the coefficients are always
negative. When the frequency of natural disasters attribute is taken into account,
each wave still shows the absence of any assortative mixing. Countries differently
exposed to the occurrence of natural disasters of various kinds tend to connect more
than countries with more similar countries. However, a different picture emerges
when (dis)assortativity is calculated on single detected communities. In turn, the
presence of (slightly) assortative mixing is observed in some communities across the
waves. In 2000-05, the cluster composed of countries located in the Middle East and
North Africa show a positive coefficient of flows directed to countries with compa-
rable levels of occurrence of disasters. The same happens during the next wave for
the Russian-led cluster and neighbouring countries as well as for the cluster com-
posed of Southern and Western Europe and Western Africa. In the last wave, the
regional cluster composed of Sub-Saharan countries show a trend of assortativity
mixing. All this calls for a thorough exploration of the role of the environment on
determinants of migration. Furthermore, the frequency and occurrence of natural
disasters might not explain the complexity of the role played by the environment on
human mobility.

3.6 Concluding remarks

The tools used in this chapter add to the analysis and visualisation of international
migration networks throughout the last 30 years. The overall stability in topological
and centralisation characteristics of the network pairs two opposite trends toward
regional and global connectivity.
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Chapter 4

Hazard-related Risk and
Migration. A Gravity Approach

4.1 Background

Previous chapters provided a map of the discussion and the investigation around
the phenomenon of environmentally-driven migration, as well as a description of
migratory flows in general. This chapter provides a further investigation on the the-
matic, attempting to suggest a broader point of view of the complex interrelations
between environment and human mobility. Migration decisions take their origins
from a vast set of potential determinants that jointly or alternatively pushes individ-
uals to move from an origin area to a potential destination. Drivers can be of dif-
ferent orders, social, political, economic, and, among others linked to environmental
conditions. What has emerged in the overview of the literature is the evidence that
the relationship between hazards and mobility may not be straightforward, and re-
ducing the observation to the immediate direct effect of a shock might not be the
only factor to take into account. Climatic variations and hazards are a generalised
issue all over the world (although at different extents and manifestations) and oc-
cur in areas regardless of their preexisting condition, such as wealth, development
or governance. Nevertheless, some areas are more affected than others. In other
words, their occurrence does not depend on the situation before the event, while
contrarily the impact of those events depends on the situation before their occur-
rence. A striking example can be found when two countries, such as the Philippines
and Japan are taken into account: they both show very high levels of natural-hazard
related risk, mainly driven by being both a seismic area, but very different socio-
economic conditions. This might result in different responses when, for example, an
earthquake of similar intensity disrupts in each of them.

According to the framework elaborated by the United Nations Office for Disaster
Risk Reduction (UNDRR), the impact of disasters is given by the risk connected
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to them. The occurrence of disasters and their intensity are just one component of
the risk: the susceptibility of individuals to their impact depends also on physical,
social, economic and environmental characteristics of the area. Livelihoods are af-
fected by an interplay of dimensions connected to natural hazards, which has been
categorised as exposure, vulnerability and lack of coping strategy, which might play
different roles also in promoting or constraining human mobility.

In this chapter, I will make use of a composed index derived from each dimension
participating in the definition of a certain level of risk for each area and provide
a study of the role of each component among migration drivers. The aim will be
achieved by including risk measures in a gravitation model of migration. The chap-
ter is structured as follows: section 4.2 provides a description of the tool used to
measure hazard-related risk, drawing from the INFORM framework; section 4.3 de-
scribes data on migration used in the model, reviews the literature on gravity mod-
els and details the theoretical model; section 4.4 describes the empirical strategy and
section 4.5 presents and discussed the results obtained through the estimation, while
section 4.6 concludes.

4.2 Understanding risk

Natural hazards are not just a matter of occurrence, frequency or intensity. Their
impact depends on many different aspects that have been studied separately by lit-
erature. Hazards might not directly displace people, but produce effects that indi-
rectly entail migration. The impact of disasters on population occurs in a complex
interplay of factors that may, among other impacts, drive mobility. The risk of the
impact of hazards comes with their occurrence combined with the extent of expo-
sure and vulnerability and to the lack of institutional coping capacity related to the
area. Those elements compose a complex framework that identifies the broader con-
cept of risk as the interface of reciprocal interactions linking humans to nature. An
interesting project developed by the Joint Research Centre of the European Com-
mission has elaborated a composite index as a tool for understanding the risk of
humanitarian crisis and disasters (Marin-Ferrer et al., 2017). The INFORM Concept
and Methodology framework define hazard-related risk as:

Risk = Hazard&Exposure × Vulnerability × Lack of Coping Capacity

Where Hazard&Exposure measures the intensity and type of a natural and human
disaster (UNDRR, 2019). The number of people or types of assets in a specific area
can be combined with the specific vulnerability and capacity of the exposed ele-
ments to any particular hazard to estimate the quantitative risks associated with the
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TABLE 4.1: Dimension, categories, components and data source of
INFORM risk index

Dimensions Categories Components Data sources

IN
FO

R
M

R
is
k

in
de

x

Hazard&Exposure
(HA)

Natural
(HA.NAT)

Earthquake GSHAP (CIESIN)

Tsunami GAR 2015 (UNISDR)

Flood GAR 2015 (UNISDR); GloFAS (JRC)

Tropical Cyclone GAR 2015 (UNISDR)

Drought FAO; EM-DAT (CRED)

Human
(HA.HUM)

Current conflict intensity Conflict Barometer (HIIK)

Projected conflict intensity GCRI (JRC)

Vulnerability
(VU)

Socio-economic
(VU.SEV)

Development and deprivation HDI, MPI (UNDP)

Inequality Gini, Gender Inequality Index (UNDP)

Aid dependency World Bank; UNOCHA

Vulnerable groups
(VU.VGR)

Uprooted people UNHCR, IDMC

Health conditions WHO; UNICEF

Children under 5 WHO; UNICEF

Past shock EM-DAT (CRED)

Food Security FAO

Lack of coping strategy
(CC)

Institutional
(CC.INS)

Disaster Risk Reduction UNISDR

Governance World Bank; Transparency International

Infrastructure
(CC.INF)

Communication World Bank; Unesco

Physical infrastructure OpenStreetMap; WHO/UNICEF

Access to health system WHO

Note: Dimensions, categories and components of JRC’s INFORM Index. Source: INFORM Index for Risk Manage-
ment, Concept and Methodology, fourth version (Marin-Ferrer et al., 2017)

hazard in the area of interest (UNDRR, 2019). Vulnerability is the human dimension
of risk connected to hazards and it is deeply interconnected with exposure. Vulnera-
bility concerns the wider environmental and social conditions that limit people and
communities to come with the impact of hazard (Birkmann, 2006). Every society is
vulnerable to risk, but some suffer significantly more and recover more slowly than
others. Lack of coping capacity pertains to the institutional dimension of risk, includ-
ing conditions and ability of institutions to cope with the disastrous consequences of
an event or the readiness to prevent damages to happen by the existence of efficient
infrastructures.

Hazard&Exposure. This dimension includes two main categories: natural haz-
ards and human hazards, aggregated by geometric mean, where both indices carry
equal weight within the dimension (Marin-Ferrer et al., 2017). Natural hazards are
categorised in earthquake, tsunami, flood, tropical cyclone and drought. All cat-
egories except droughts are measured in terms of annual average population ex-
posed. Droughts are measured by frequency and the annual probability to have
more than 30% of agriculture area affected by droughts added to exposed popu-
lation measures. It is important to note also that some of the included hazards

Earthquakes are considered according to Modified Mercalli Intensity (MMI) scale VI and VIII
Cyclones included are according to wind speed measured by Saffir-Simpson category 1 and 3
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can be considered related to climate change, namely flooding, droughts and cy-
clones are crucially impacted by the variations of climatic conditions in our planet.
Hazard&Exposure dimension also includes measures of man-made disasters, notably
conflicts, civil wars or civil unrest, as potential causes of catastrophic consequences
for populations and economies (Marin-Ferrer et al., 2017). Human hazards category
includes conflicts (sub-national and national) measured by intensity according to the
HIIK scale. Additionally, it includes also projected risk of conflict from the Global
Conflict Risk Index (GRCI), included to capture a given country’s risk of conflict if a
country is not experiencing a conflict during the year of observation.

Vulnerability. Vulnerability addresses the “intrinsic predispositions of an exposed
population to be affected or to be susceptible to the damaging effects of a hazard”
(Marin-Ferrer et al., 2017). The assessment is made through hazard-independent in-
dicators of economic, political and social dimensions of the community and most
vulnerable groups. Socio-economic vulnerability is measured by indicators of de-
velopment and deprivation (UNDP’s Human Development Index and Multidimen-
sional Poverty Index); inequality (GINI index calculated by the World Bank and gen-
der inequality distribution from UNDP); aid dependency (total ODA in last 2 years
per capita, global humanitarian funding per capita and net ODA received in percent-
age of GDP). Vulnerable group category refers to the portion of the at-higher-risk
population that in case of crisis would potentially need supplementary humanitar-
ian assistance. Groups are identified in diverse situations such as uprooted people
(number of refugees, returned refugees and internally displaced persons); indicators
of health conditions (number of people living with HIV above 15 years, tuberculo-
sis prevalence, malaria mortality rate); children under 5 mortality and underweight,
number of people affected by past natural shocks; and food insecurity (prevalence
of undernourishment, average dietary energy supply adequacy, domestic food price
level index, domestic food price volatility index).

Lack of coping capacity addresses the institutional dimension connected to risk,
capturing which “issues the government has addressed to increase the resilience of
the society and how successful their implementation is”. It includes two main di-
mensions: institutions and infrastructures. The institutional dimension addresses
specific disaster risk reduction strategies as measured by Hyogo Framework for Ac-
tion self-assessment reports and general governments’ performance, measured by

The HIIK approach distinguishes five intensity levels, determined by the number of casualties,
refugees caused by conflict, personnel involved, weapons used and destruction caused (Marin-Ferrer
et al., 2017)
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FIGURE 4.1: Mean index by continent and income level

Note: Elaboration of data from 2015 extracted from INFORM Trend 2012-2021 dataset (JRC, 2021). First row reports
mean values of overall INFORM index, Hazard&Exposure, Vulnerability and Lack of coping capacity aggregated by
continent. Second row reports categories for each dimension by continent

government effectiveness and corruption perception index. Infrastructure is cate-
gorised into three groups: communication (access to electricity, internet users and
mobile cellular subscriptions and adult literacy rate), physical infrastructure (road
density, water source, sanitation facilities) and access to the health system (physi-
cians, health expenditure per capita, measles immunisation). Table 4.1 details every
component and relative data source of each dimension.

The INFORM risk index builds upon 54 indicators combined together (Marin-Ferrer
et al., 2017). According to different and adapted methodologies, data used to derive
each component are scaled from 1 to 10 and aggregated by geometric or arithmetic
averages or maximum values. Each dimension weights one third of the overall IN-
FORM index, to obtain a synthetic index ranging from 1 to 10.

Figures 4.2 and figure 4.1 give a picture of the distribution of the index. Over-
all, the highest values of INFORM index are scored by African countries: the mean

For further details on the methodology, by category and dimension, see Marin-Ferrer et al. (2017)
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FIGURE 4.2: Map of INFORM Index (2015) and its three dimensions

Note: Elaboration of data from 2015 extracted from INFORM Trend 2012-2021 dataset (JRC, 2021). Overall INFORM
index, Hazard&Exposure, Vulnerability and Lack of coping capacity dimensions are mapped according to original scale
1 to 10.

by continent is the highest compared to any other continent and it is mainly driven
by Vulnerability and the institutional component. It is important to note that even
if Africa is not the continent most hit by natural hazards, it represents the riskier
continent because of the interaction of the ensemble of the other categories and com-
ponents, which potentially amplifies the impact of disasters. The role played by
human hazards (HA.HUM) is also not negligible for the continent (especially for So-
malia, Central African Republic, Sudan, Congo and Mali) along with the lack of
preparedness and effectiveness of governments to disastrous events of both types
and the incidence of unfavourable socio-economic conditions.

A similar picture emerges for certain Asian countries, especially those located in the
Middle East (Yemen, Iraq and Syria) and southern countries such as Afghanistan
and Pakistan, with long-lasting or predictable projected risk of conflicts. Most Asian
countries also rank the highest values in the natural-hazard (HA.NAT) category, with
9 countries included in the top ten of the specific category. Furthermore, the Middle

Philippines, Bangladesh, Japan, India, Myanmar, Indonesia, China, Pakistan and Vietnam, con-
stantly hit by flooding, earthquakes, and tropical cyclones.
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East and Southern Asia are also the two most hazard-independent vulnerable areas
of the continent, scoring as well high values in the institutional and infrastructural
dimension. At the same time, by limiting the observation to Gulf countries it is also
possible to find the lowest levels in the overall index and most of the other dimen-
sions (exclusively comparable with European countries).

The American continent has its peculiarities: Hazard&Exposure indices among coun-
tries are quite high, but mainly driven by the natural-hazard category, rather than
human (opposite to Africa), despite some exceptions.. Overall, the continent shows
the second highest mean value of HA.NAT, with half of the countries with a value be-
tween 6 and 7 (tropical cyclones, earthquakes, droughts). Coping strategies, mainly
in terms of preparedness and institutional quality (CC.INS), is mainly lacking in the
Central and Southern part of the continent, which, combined with the exposure to
hazards, is sometimes the reason of a higher INFORM score.

With few exceptions, the European continent seems a quite homogeneous area, with
very low values of INFORM index. The high scores in Ukraine and Russia are likely
led by the crisis in 2014 (HA.HUM is the highest in the entire continent, which has
very low scores in general), accompanied by a high score of lack of institutional re-
sponse. Few countries are exposed to severe natural disasters, and they are mainly
located in the Mediterranean area (Albania, Greece, Italy, Croatia, Spain).

Oceania and especially Pacific Islands are among the most exposed area to climate-
related hazards. In the islands, the high risk in HA.NAT is also accompanied by a
generalised lack of coping capacity and infrastructures, as well as socio-economic
vulnerability. A detailed representation of risk measures by country and continent
is shown in figure 4.3.

4.3 A gravity model of migration

4.3.1 Data description

This analysis aims to identify the impact exacerbated by risk and its many dimen-
sions to migratory flows. A major problem of migration data is that stocks of mi-
grants in respective countries are usually available, unlike data on bilateral flows.

Bahrain, Qatar, UAE, Kuwait and Oman
Mexico scores one of the highest values of HA.HUM Social unrest and episodes of violence are also

captured in the scores related to Colombia, Brazil and Venezuela
The impact of Haiti’s earthquake in 2010, the lack of a strategy for reconstruction and the social

unrest that followed are still visible in data and makes Haiti the riskier country of the continent
Mostly for Central American countries, such as Mexico
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FIGURE 4.3: Heatmap of INFORM index, dimension and categories
by country

Note: Elaboration of data from 2015 extracted from INFORM Trend 2012-2021 dataset (JRC, 2021). Overall IN-
FORM index, Hazard&Exposure, Vulnerability and Lack of coping capacity and categories of each dimension reported
by country, separated by continent and ordered by descending INFORM index.
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TABLE 4.2: Top countries by bilateral corridor, outflows and inflows

Origin Destination Flow Country Outflow Country Inflow

Venezuela → Colombia 1.539.003 Venezuela 3.750.771 USA 5.154.496
Syria → Turkey 1.206.139 India 3.116.808 Germany 3.680.675
India → USA 1.041.702 Bangladesh 2.376.921 UK 1.763.564

Venezuela → Peru 788.926 Syria 2.158.057 Turkey 1.755.091
Myanmar → Bangladesh 535.516 China 1.333.277 Colombia 1.591.038

Syria → Germany 478.103 Pakistan 1.165.951 Canada 1.292.256
Bangladesh → India 439.285 Germany 1.005.828 Italy 1.287.428

Mexico → USA 366.387 USA 889.914 Russia 1.087.875
Zimbabwe → South Africa 359.566 Myanmar 825.415 Saudi Arabia 1.059.679

Bangladesh → Saudi Arabia 343.696 Romania 722.087 Australia 1.040.033

Note: Elaboration of last round of data (2015-2020) on migration flows from Abel and Cohen (2019b). Estimates of
flows according to closed demographic accounting methodology according to Abel (2018).

Flows are usually estimated or derived from available stock data in different ways
(Abel and Cohen, 2019a). Moreover, few sources of bilateral stocks or flows are
rarely available. The main examples of data sources frequently employed for the
estimations in the literature (Beine and Parsons, 2015; Cattaneo and Peri, 2016) are
the World Bank’s Global Bilateral Migration dataset (Özden et al., 2011), a matrix of
decadal bilateral stocks of migrants from 1960 to 2000. The matrix of stocks include
all countries in the world and provided the most comprehensive dataset available,
yet it refers to a 10-year lag and contains stocks of migrants defined as the num-
ber of foreign-born in each country. More frequent observations are provided by
the OECD International Migration Database and its extensions, recording flows and
stocks of migrants by year. The main limitation of this database (although widely
used, such as in Ortega and Peri (2009), Coniglio and Pesce (2015), and Cai et al.
(2016)) is that it only reports OECD destinations. For the purpose of this frame-
work, neglecting a large part of destinations, especially the South-South corridor,
might considerably bias the results. In fact, as already highlighted by the literature
(Beine and Parsons, 2017), hazard- or climate-related migration likely occurs at a
regional level and most likely between neighbouring countries, especially in light
of the sudden unpredictable feature of some of the events. In line with previous
findings, the present analysis will also find evidence of this reaction. To compen-
sate for some of the limitations described, the main source of migration data will
be Abel and Cohen (2019b, version 5), which provide a new dataset that contains
a 200 × 200 matrix of dyadic flow estimates from origin to destination countries.
The period covered is from 1990 to 2015 with a 5-year lag. The sample over which
the econometric analysis is conducted comprises only the last round available, the
5-year period that starts in July 1st 2015 and ends in June 30th 2020. The estimates
are made on most recently published International Migrant Stock data inputs by the
United Nations (UNDESA, 2019). Abel and Cohen (2019b)’s dataset provides dif-
ferent methods of estimation of flows, reporting strategies that have been used in



92 Chapter 4. Hazard-related Risk and Migration. A Gravity Approach

FIGURE 4.4: Chord Diagram by continent and sub-region of aggre-
gated migration flows 2015 - 2020

Note: Elaboration of last round of data (2015-2020) on migration flows from Abel and Cohen (2019a). Estimates
of flows according to closed demographic accounting methodology according to Abel (2018). Each colour distin-
guishes one of the five continents, separated by sub-regions. Flows are aggregated by sub-regions and both as
origin and destination. The direction of flows is represented by the colour and the gap between the sectors. The
size of flows is proportional to the width of the segments.

literature and suggesting new estimation methods. The main analysis will make use
of flows estimated according to the closed demographic accounting by minimisa-
tion methodology Abel (2018), which estimates migration flows to match increases
or decreases in the bilateral stocks of migrants, births and deaths (Abel and Cohen,
2019a). Further details on the methodology are provided in Appendix ??; alternative
methodologies will be used to provide robustness checks to the main models.

Migration flows as represented in figure 4.4. The visualisation of colours by areas
shows a prevalence of intra-regional flows for most macro-areas, with some inter-
continental flows. This is particularly evident noticing that the densest area is not

Alternative methods of estimation of flows are summarised in the Appendix D



4.3. A gravity model of migration 93

the more inner area of the circle, which would highlight a high propensity to inter-
regional mobility. Asian and African countries show mostly intra-regional directed
flows (more than 80 percent of flows are directed toward a country of the same re-
gion, see table D.1 in Appendix D). It is also true for South American countries,
while North America traditionally serves as receiving area, with the U.S. receiving
flows of more than 5 million and Canada more than a million. The same applies to
European countries, which shows as well consistent intra-regional mobility.

Additional data sources The model presented below takes into account a set of
additional variables that enter the model to explain determinants of flows. Grav-
itational modelling traditionally includes geographical and cultural linkages. The
empirical literature has extensively tested the negative effect of distance and the pos-
itive effect of being a neighbouring country to determine the direction of flows. At
first look, these assumptions on geographical proximity fit the data as represented
in figure 4.4. The model introduces also two measures of dyadic cultural linkages
between origins and destinations: colonial history and sharing the same language
exert additional effect to determine bilateral flows (Beine et al., 2016). The four
additional gravitational variables (distance, border, colony, language) are taken from
CEPII’s Gravity Dataset.

4.3.2 Literature review

A detailed overview of the literature linking migration and environmental factors
has already been introduced in Chapters 1 and 2. Here, I will provide an overview
of the contributions that have exploited gravity approaches in general and in the
specific matter of environmental migration to motivate the choice of this specific
strategy.

Gravity has been applied to the modelling of migration flows in the flourishing lit-
erature that takes from trade gravity models. However, the first gravitational ap-
plication credits Ravenstein (1885) and Ravenstein (1889), who pioneers the use of
gravity to model migration patterns before the seminal contribution of Tinbergen
(1962) on trade. Trade economists have the merit of having explored and provided
tools for the theoretical foundations and the empirical application (Beine et al., 2016).
Gravity equations to estimate migration flows have gained success and have been
increasingly applied in recent times (Beine et al., 2016; Beine et al., 2011; Bertoli and
Moraga, 2013; Bertoli and Moraga, 2015; Grogger and Hanson, 2011) thanks to the

Centre d’Etudes Prospectives et d’Informations Internationales, http://www.cepii.fr/CEPII/
fr/bdd_modele/presentation.asp?id=8

http://www.cepii.fr/CEPII/fr/bdd_modele/presentation.asp?id=8
http://www.cepii.fr/CEPII/fr/bdd_modele/presentation.asp?id=8
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increasing availability of dyadic data on bilateral stocks of migrants, often used to
proxy flows of migration. Some kinds of estimations or approximations of flows
have been introduced (see section 4.3).

One of the main advantages of gravity models has been the elaboration of theoretical
foundations, based on micro models of choice. Most gravity models on migration
rely on Random Utility Maximisation (RUM) models, based on Roy-Borjas model
(Roy, 1951; Borjas, 1987), a useful tool to describe migration as a location decision
choice of individuals in an origin i facing a set of destinations j with specific utilities
and costs. Assuming i.i.d. extreme value type I distribution McFadden (1974), the
model produces the probability that an individual moves to a specific destination j
over any other potential destination maximising its utility (Beine et al., 2016). Many
influencing contributions have used this kind of approach to analyse the composi-
tion of migration patterns directed to OECD countries (Grogger and Hanson, 2011;
Beine et al., 2011) focusing on the role of wage differentials and migrants networks
(Beine et al., 2011). Ortega and Peri (2009) applies the model and introduces a mea-
sure of migration policy at destination to investigate the role of restrictive measures
to limit migration. Others have focused on different potential drivers or constraints
to migration (credit constraints - Vogler and Rotte, 2000, linguistic proximity - Ad-
sera and Pytlikova, 2015, cultural proximity - Belot and Ederveen, 2012).

RUM-founded gravity models have represented a useful tool to describe migra-
tion drivers (determinants) at a macro level, to provide a picture of human mobility
across the world and policy indications to manage the phenomenon. As already
pointed out in previous chapters, the role of environmental factors cannot be ne-
glected nowadays when it comes to the analysis of motivations driving populations
out of their origin country. The relevance of increasingly volatile climatic conditions
and the occurrence of natural disasters is undeniable in shaping migration flows, as
they have a direct impact on several factors affecting human life and livelihoods.
Including environmental factors in a migration determinants framework is increas-
ingly becoming crucial to understand how mobility is shaped by the environment,
which are the channels that transmit the impact and which is the direction. A grav-
ity setting might be helpful to map and describe the direction and the weight of
the impact. The first attempt to use gravity models for environmental migration we
found in our sample (cf. Chapter 1) is Afifi and Warner (2008), in which “naive”
gravity equation is used to estimate a battery of 13 theory-established determinants

The definition of “naive” gravity is introduced in Head and Mayer (2014) to describe non-
structural gravity equations, with the intent to point out potential bias for the negligence of structural
parameters such as multilateral resistance terms
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and 13 environmental variables. Although useful to provide a picture of the role of
different drivers in bilateral flows, the specification does not take into account what
has been called in literature multilateral resistance terms, capturing the role of third
destinations in determining the choice. Gravity literature has been stressing the fact
that flows between a dyad of origin and destination countries “do not depend solely
on the attractiveness of those two, but also on how this relates to the opportunities
to move to other destinations” (Bertoli and Moraga, 2013). In trade literature, fail-
ing to take into account alternative receivers (destinations in the case of migration)
has been considered a “gold medal mistake” in gravity specifications, producing bi-
ased estimates Baldwin and Taglioni (2006). This issue affects also Alexeev et al.
(2011)’s model; nonetheless, it has the advantage to introduce interaction terms be-
tween weather-related disasters and some of the canonical determinants, assuming
that the impact may depend on a country political and economic capacity to absorb
the impact.

The first attempt to apply a structural approach to migration gravity models is in-
troduced in a seminal contribution by Anderson (2011). Groschl (2012) adapts the
structural model in general equilibrium proposed by Anderson, introducing aggre-
gated disasters at origin and destination. Frequency of disasters at origin and des-
tination are introduced in the utility maximisation function of an individual, to ob-
tain a tractable gravity equation that takes into account MR terms (derived from a
Taylor expansion Baier and Bergstrand, 2009). The equation includes a vector of
canonical determinants, time-invariant country-pair dummies and year dummies.
Conditional models and a set of robustness check account for various sources of
heterogeneity and obtain evidence of migration being considered as an adaptation
strategy to climate change, particularly evident in the case of middle income coun-
tries affected by weather-related events rather than geophysical disasters. The most
comprehensive study of international migration and climatic factors is provided in
Beine and Parsons (2015) and its extension Beine and Parsons (2017), estimating
the largest origin-destination dyads, the longest time span and the most diverse
set of potential environmental factors. The theoretical background is based on a
utility maximisation approach to derive a partial equilibrium gravity equation on
migration rates (ratio between migrants and stayers). MR terms are not modelled
in the theoretical framework, but the authors argue that including destination time-
varying fixed effects completely control for inward MR terms and the structure of
large panel has been proven to provide similar results to the estimation with the full
set of theoretically-consistent origin-time fixed effects. The latter is not controlled

They do so by including interactions with GDP per capita and foreign aid
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because the model estimates directly origin-specific variables such as political sta-
bility, dependency ratio and environmental factors. A full set of country-pair vari-
ables is included (distance, contiguity, linguistic proximity and migrants network),
as well as the canonical wage ratio. Alternatively to previous contributions, Beine
and Parsons (2015) estimates the empirical model with a Pseudo-Poisson Maximum
Likelihood according to Silva and Tenreyro (2006), an estimation strategy that allows
to account for the large number of zeros in the dependent variable (which is due to
the fact that not every dyad is linked) and not to distort data. An important feature
of this contribution is to include also South-South migration, which has been of-
ten neglected by studying only OECD-destinations. Results show a non-significant
impact of shortage in rainfall, while natural hazards seem to spur some impact on
rural-urban mobility. In their revision in 2017, the authors revise their empirical
strategy introducing a richer set of fixed effects and excluding the explicit origin-
specific variables, they obtain evidence of diverse responses conditioned to income
levels and the emergence of financial constraints in poorer countries.

Building on the same model as Beine and Parsons (2015), Coniglio and Pesce (2015)
use a dataset restricted to only OECD-destinations (ruling out the important South-
South corridor) and introduce future expected utility in the utility function. The
contributions of the paper are the use of a rich variety of measurements of tempera-
ture and rainfall (level, variation and anomaly) that serves to provide more insight-
ful information on the behaviour of such phenomena and the interaction of each of
them with the specific origin and destination macro-areas, to isolate potential het-
erogeneous responses across the world. Backhaus et al. (2015) and Cai et al. (2016)
use as well dataset with only OECD destination and estimate a non-structural grav-
ity model (no micro-foundations), focusing their analyses on the agricultural link-
age between climate and migration, obtaining evidence that for highly agriculture-
dependent countries, worsened climatic conditions correspond to higher interna-
tional mobility.

4.3.3 Theoretical model

The model draws on Anderson (2011) structural model, and closely follows Groschl
and Steinwachs (2017) in the introduction of environmental variables in the gravity
setting. However, instead of exclusively considering the occurrence or intensity of

A common way to overcome the problem of zeros before the introduction of PPML in the canon-
ical estimation of gravity estimation was to add a unit to every flow, which allowed to consider the
dependent variable in logarithm without the need to exclude important observations

Cai et al. (2016) find that the increase of 1°C in temperature for the first quartile of countries
ordered by agricultural dependency corresponds to a 5% increase in out-migration
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natural disasters, it introduces the measure of risk captured by the INFORM index
and then decomposes it to evaluate and weigh the role of each of its components as
drivers of migration flows.

Let us consider an individual h born in country i who decides whether to migrate
to another country j in the set of possible destinations k = 1, ..., D or stay in the
origin country i. The decision derives from utility maximisation that takes into ac-
count expected income at destination (as in standard canonical migration literature),
the costs of moving to another country and the evaluation of the level of risk in the
country of origin and potentially in the destination. Additionally, individuals have
their preferences toward migration, unobservable for the econometrician. Individ-
uals also have a certain degree of risk aversion that affects their decision. In simple
terms, individual h decides to migrate if (wj/CijRj)ε ij,h > wi/Ri, where wj is the ex-
pected income at destination, wi is the income at origin, Cij are the costs of migrating
from i to j, Rj and Ri are the index of hazard risk respectively at destination and at
origin. Assuming the expected utility as a logarithmic constant relative risk aversion
function,, in which the parameter σ captures a measure of elasticity of substitution
that can be also interpreted as a risk aversion parameter, utility can be expressed as:

uij,h = (1 − σ)lnwj − (1 − σ)lnCij − (1 − σ)lnRj

− [(1 − σ)lnwi − (1 − σ)lnRi] + ε ij,h (4.1)

Following the assumptions in McFadden (1974) on the unobservable term ε ij,h

(i.i.d. extreme value, type I), individuals can be aggregated up to a representative
individual and in order derive the probability that individual h living in country i
will move to country j over all other alternatives k ∈ D that maximises his utility as:

P(uij) = Pr[uij = max
k

uik] =
euij

∑D
k euik

(4.2)

Assuming that the aggregated level of discrete choice represents the probability
of migration flows from i to j for the entire population, flows can be represented
as the share of natives in origin i multiplied by the probability to migrate of the
representative individual:

Mij = P(uij)Ni (4.3)

The specification of the utility function has been used also in Groschl and Steinwachs (2017) from
which the choice is drawn. However, this particular utility function produces similar tractable gravity
equations as canonical RUM model (Groschl and Steinwachs, 2017)
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where Ni is the total population originating from i. Following Groschl and Steinwachs
(2017), I build a cost-risk measure combining the components of shock and costs in
the utility function, θij = CijRj/Ri, which can be decomposed at any moment. Thus,
equation 4.3 can be rewritten as:

Mij =
(wj/θij)

1−σ

∑k(wk/θik)1−σ
Ni (4.4)

Taking Ωi = ∑D
k (wk/θik)

1−σ and defining the market clearing condition Nj =

∑i Mij, meaning that labour demand at destination equals the labour force supplied
to j from all origins i (including j itself), equation 4.4 can be rewritten as:

Nj = w1−σ
j ∑

i

θ1−σ
ij

Ωi
Ni (4.5)

from which the equilibrium wage at destination is derived:

w1−σ
j =

Nj

∑i θ1−σ
ij /Ωi

Ni (4.6)

with Ωj = ∑i
θ1−σ

ij
Ωi

Ni
N the equilibrium wage is w1−σ

j =
Nj

Ωj N
.

These passages yield the formulation of a tractable gravity equation:

Mij =
NiNj

N

(
θij

Ω̄iΩ̄j

)σ−1

(4.7)

where the inward migration friction (multilateral resistance term) is

Ω̄j =

[
∑

i

θ1−σ
ij

Ωi

Ni

N

]1/(1−σ)

(4.8)

and the outward migration friction is

Ω̄i =

[
∑

j

θ1−σ
ij

Ωj

Nj

N

]1/(1−σ)

(4.9)

In Equation 4.7 the first part represents a frictionless migration, representing the
probability to find migrants originating in i in country j proportional to their share

Assuming a totally rigid labour demand at destination (Bertoli and Moraga, 2017)
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of world population. The second term of equation 4.7 contains important theoret-
ical parameters: Ω̄j is the inward multilateral resistance term (IMRT) as specified
in equation 4.8. It is analogous to IMRTs defined in trade literature, which can be
interpreted in the case of migration as the barriers for all migrants to destination j ir-
respective of their origin. The IMRT aggregates all the barriers to immigration from
a hypothetical origin world to destination j. Ω̄i is outward multilateral resistance
term (OMRT) as specified in equation 4.9. Similarly to the other, it can be inter-
preted as the barriers for all migrants from origin i to migrate irrespective of their
destination. The OMRT aggregates all outward barriers to emigration to a hypothet-
ical destination world. IMRT and OMRT are general equilibrium concepts because
their solution in the simultaneous system involves every bilateral migration cost in
the world.

Decomposition of risk-cost measure. In order to obtain the tractable gravity equa-
tion and following Anderson (2009) and Groschl and Steinwachs (2017), the model
includes a risk-cost parameter θij composed by bilateral migration costs and hazard
risks in country i and j. Decomposing the index yields:

Mij =
NiNj

N

(
1/Cij

Ω̄iΩ̄j

)1−σ (
Ri

Rj

)1−σ

(4.10)

Model 4.10 predicts that flows are expected to decrease for higher migration costs
(1/Cij) and lower hazard risk at destination (Rj) while a higher risk at origin (Ri)
would generate an increase in flows. As described in section 4.2, the measure of risk
introduced can be further decomposed into three dimensions:

Ri = f (HAi, VUi, CCi) (4.11)

where HA represents the Hazard&Exposure index of the country, VU is the Vulnera-
bility index and CC measures the lack of coping capacity, as detailed in section 4.2.
Each of these components contributes to the score of risk.

The vector of bilateral costs is composed of well-recognised covariates canonically
introduced in the literature:

Cij = g(dij, bij, lij, cij) (4.12)

where dij is the weighted distance between country i and j, bij is a dummy for shared
border between i and j, lij is a dummy for common official language, cij is a dummy
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for colonial past.

4.4 Empirical strategy

Taking equation 4.10 in logs yields an estimable equation:

ln(Mij) = lnNi + lnNj − lnN − (1 − σ)lnCij − (1 − σ)lnΩ̄i − (1 − σ)lnΩ̄j

+ (1 − σ)ln(Ri/Rj) (4.13)

where N represents world population, which can be excluded for being constant in
a cross-section analysis. The function of costs is defined in equation 4.12. MRTs Ω̄i

and Ω̄j are accounted for in the estimation by including origin and destination fixed
effects, as a standard strategy adopted by the literature since Anderson and Wincoop
(2003). Ni and Nj are respectively populations in i and population in j, which will be
absorbed by and controlled for by fixed effects. A well-known problem prompted
by bilateral data is the presence of a consistent number of zeros. In the sample, the
percentage of non-linked dyads ij of countries is 66%. To deal with the presence of
zeros, all models will be estimated through Pseudo-Poisson Maximum Likelihood,
following Silva and Tenreyro (2006), which allows to include all observations in the
dataset without distorting data by adding a constant or excluding zeros.

Mij = exp
[
Ωi + Ωj + Cijα + βln(Ri/Rj)

]
× ϵi (4.14)

Mij = exp
[
γi + γj + α1ln(dij) + α2bij + α3lij + α4cij + βln(Ri/Rj)

]
× ϵi (4.15)

The model does not take into account the time dimension and only consider
cross-sectional observations referred to the five-year period 2015-2020, for which
data are available. Another potential issue is represented by the interdependence of
countries. Dyadic observations typically violate the assumptions of independence
of observations, so that it is impossible to rely on the assumption of i.i.d. stochastic
term. One solution is to use the robust standard errors, but they may not be sufficient

Traditional literature has also used other strategies. When the dependent variable is taken in logs,
the presence of zero flows will entail the drop of many meaningful observations. One solution widely
used in gravity models before the introduction of PPML as the standard empirical strategy has been to
add a unit to the value of flows, then take it in logs log(Mij + 1) and estimated through OLS. However,
this strategy is strongly advised against.
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to correct. At the country-pair level, it may exist some clustering. Therefore, errors
are clustered by symmetric country-pairs (De Benedictis and Taglioni, 2011).

Country-specific and bilateral covariates In equation 4.15 the monadic terms of
risk are kept together. The bilateral term of risk might be interpreted as a bilateral
measure of distance (or similarity) of risks between the two countries. This strategy
is motivated by two reasons: firstly, the aim is to investigate whether flows hap-
pen between countries with different levels of risks. The assumption behind this is
that people from a highly risky country may decide to migrate to countries with a
lower level of risk to minimise the hazards and not-hazard related risks. Contrarily,
it may also predict that people move between equally or similarly risky countries:
this might happen in a variety of cases, for example following sudden outbreaks of
natural hazards or conflicts, or because of restrictive entry policies in wealthier (and
less risky) countries. In order to investigate these mechanisms, an index of distance
is introduced (drawn from gravity models for intra-industry trade) that measures
whether migration occurs between countries with similar levels of risks (intra-flows)
or between different levels of risks (inter-flows). The second reason leading to this
choice is also the fact that considering risk at origin and at destination separately
would make them enter the equation as country-specific covariates. This would
create a problem with a theory-consistent estimation: in fact, a structural gravity
equation must be estimated including fixed effects which allow for controlling mul-
tilateral resistance terms, which are essential theoretical tools to take into account
alternative destinations. Introducing a bilateral index, resulting from the combina-
tion of values of risks at both sides of the flow, allows obtaining correct estimates of
gravity. However, it implies the impossibility to investigate the directions and role
of country-specific levels of risk to the determination of flows. To do recover this
information, I will additionally apply an estimation strategy that allows for the in-
clusion of country-specific covariates in a theory-consistent estimation of the gravity
model.

The issue of the inclusion of monadic variables in dyadic gravity estimations is not
new to the literature. With country fixed effects, a variety of potentially interest-
ing determinants can no longer be identified and estimated in a structural gravity
equation, as those will be absorbed by them (Head and Mayer, 2014). Trade gravity
literature has confronted this issue and attempted to suggest solutions to the impact
of variables that exclusively affect either exporter or importer countries (Yotov et al.,
2016). The first attempt introduced, and later strongly advised against (Anderson
and Wincoop, 2003), is the inclusion of “remoteness indices” to control for MRTs in-
stead of directional fixed effects. This strategy has been discarded and criticised for
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not properly accounting for the MRTs and producing biased gravity estimate (Yotov
et al., 2016). A second alternative approach that has been used to estimate the ef-
fect of non-discriminatory trade policies through structural gravity consists in the
inclusion in the model also intra-national trade flows along with international. The
assumption relies on the fact that the variable of interest does not affect internal trade
flows (Yotov et al., 2016). This strategy is not viable in the case of migration as data
on internal migration flows are rare to find and not available for most of the coun-
tries included in the sample. Finally, another strategy can be implemented through
a two-stage approach in which: (i) a canonical structural gravity model of migration
is estimated; (ii) the outward and inward multilateral resistance terms Ωi and Ωj are
recovered from the estimated country-specific fixed effects; (iii) a new estimation is
done on country-specific variables with the vector of specific fixed effects as the de-
pendent variable. The logic behind this approach relies on the definition of OMRTs,
which in the theoretical model represent the barriers that all individuals from ori-
gin i experience when they decide to migrate, irrespectively to their destination, by
aggregating all barriers to emigration to a hypothetical destination world; accord-
ingly IMRTs represents the aggregated incentives from an origin world to migrate
to destination j. The two-stage approach is particularly useful in the case of mod-
els to be estimated with theory-consistent fixed effects (avoiding the gold medal error
Baldwin and Taglioni, 2006) which prevents the identification of country-specific ef-
fects (Head and Mayer, 2014). It is consistent to regress hazard-related variables
on outward and inward multilateral resistance terms given that the analysis focuses
on drivers (and barriers) of potential migrants, specifically on the role of hazard-
connected risk, which is specific to the country of origin or destination (monadic
variables). A similar methodology has been implemented by Head and Ries (2008)
for the case of FDI: in this paper, FDI is regressed on a vector of geographical and
cultural distance measures and outward and inward fixed effects, which are then
extracted and regressed on variables predicted by the model, scale of the country
and development. This approach is derived from labour economics, specifically dis-
cussed and implemented in Baker and Fortin (2001) for the case of occupational gen-
der composition in Canada. In non-gravity literature, especially in the case of micro-
economic modelling, the two-stage fixed-effect approach has also been used in the
analysis of demand parameters in differentiated products demand model (Berry et
al., 2004). Examples of two-stage fixed-effect model applied to trade gravity models
are Eaton and Kortum (2002), Anderson and Yotov (2016), and Melitz (2008) and,
for the case of FDI, Head and Ries (2008). In the specific field of environmental mi-
gration, some examples are microeconomic structural models such as Bayer et al.
(2009) which proposes a residential sorting model on migration choices according
to the evaluation of air quality in cities; Fan et al. (2016) uses a structural location
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choice model to assess the impact of extreme weather on U.S. mobility across educa-
tional levels, starting from a canonical RUM model, estimating a multinomial logit
model for the discrete choice problem and extracting parameters of indirect utility
regressed on environmental variables. More recently Oliveira and Pereda (2020b)
provided a spatial equilibrium framework with discrete-choice techniques to model
workers’ locational choices for the case of internal migration in Brazil: they firstly
identify indirect utilities for each year by parametrizing migration costs and extract-
ing a location-sector-year vector of fixed effects which is successively decomposed
and regressed on wages, rents and amenities, including climate.

4.5 Results and discussion

4.5.1 Baseline results

The first attempt to include risk measures to estimate their impact on migration
flows is made through a “naive” gravity equation without including fixed effects,
as a preliminary estimation to investigate the direction of the impact. The signs
of covariates of traditional gravity variables in Table 4.3 column (1) are as expected,
distance is always negative and significant, predicting decreasing flows at increasing
distance; contiguity of countries increases the probability of flows, through the border
dummy positive and highly significant; cultural factors such as language proximity
and colonial past are as well positive and determinant for flows. Column (2) is the
correct specification with theory-consistent fixed effect accounting for inward and
outward multilateral resistance terms as derived from the theoretical model (Ωi and
Ωj) without the introduction of risk measures. Distance takes higher values, coher-
ent with previous gravity models in the literature. Starting from column (3), mea-
sures of risk are introduced at different time lags and both at origin and destination:
t0 is 2015, the first year of the 5-year period of flows. Risk at origin is positive and
significant as expected, meaning that higher risks correspond to higher incentives
to migrate; risk at destination is negative as expected, with higher risk at destina-
tion retaining people to choose a specific country as destination. The decision to
migrate might be taken long before actually being able to migrate, thus lags are in-
troduced at 1, 2 and 3 years before the period of the observed flow. Estimates show
similar magnitudes, manifesting a constant impact in time or, alternatively, a con-
stant trend of risk in the short term (3-year lag). Following these results, only 2015
indices will be used in the following regressions. The introduction of fixed effects
completely absorbs risk indices: to partially capture the impact, in column (7-8) I
include risk measures in the model reported in column (2) introducing one at a time
risk measures and excluding the corresponding vector of fixed effect. As already
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TABLE 4.3: Naive gravity for different lags of risk measures

Dependent Variable: Mij
Model: (1) (2) (3) (4) (5) (6) (7) (8)

Variables
Distance −0.388∗∗∗ −1.36 ∗∗∗ −0.432∗∗∗ −0.429∗∗∗ −0.434∗∗∗ −0.436∗∗∗ −1.04 ∗∗∗ −0.631∗∗∗

(0.085) (0.070) (0.087) (0.088) (0.088) (0.089) (0.089) (0.086)
Border 1.96 ∗∗∗ 0.663∗∗∗ 1.97 ∗∗∗ 1.99 ∗∗∗ 2.00 ∗∗∗ 1.99 ∗∗∗ 1.25 ∗∗∗ 1.60 ∗∗∗

(0.332) (0.155) (0.317) (0.317) (0.319) (0.317) (0.258) (0.278)
Colony 1.62 ∗∗∗ 0.847∗∗∗ 1.62 ∗∗∗ 1.62 ∗∗∗ 1.62 ∗∗∗ 1.63 ∗∗∗ 0.839∗∗∗ 1.65 ∗∗∗

(0.360) (0.167) (0.366) (0.367) (0.369) (0.367) (0.221) (0.342)
Language 0.551∗∗ 0.883∗∗∗ 0.540∗∗ 0.544∗∗ 0.541∗∗ 0.539∗∗ 0.441∗∗ 0.848∗∗∗

(0.224) (0.143) (0.225) (0.226) (0.227) (0.226) (0.205) (0.230)
Ri,t−3 1.01 ∗∗∗

(0.124)
Rj,t−3 −0.779∗∗∗

(0.108)
Ri,t−2 1.04 ∗∗∗

(0.144)
Rj,t−2 −0.805∗∗∗

(0.106)
Ri,t−1 0.972∗∗∗

(0.132)
Rj,t−1 −0.766∗∗∗

(0.086)
Ri,t0 0.993∗∗∗ 1.49 ∗∗∗

(0.134) (0.139)
Rj,t0 −0.753∗∗∗ −0.686∗∗∗

(0.082) (0.075)

Fixed-effects
Origin No Yes No No No No No Yes
Destination No Yes No No No No Yes No

Fit statistics
Observations 31.862 30.453 31.862 31.862 31.862 31.862 30.972 31.328
Pseudo R2 0.176 0.801 0.211 0.213 0.218 0.218 0.558 0.461

Note: Dependent variable: 2015-2020 migration flows from Abel and Cohen (2019a). Independent variables: dis-
tance, border, colony and language from CEPII Gravity database (Conte et al., 2021); Risk indes from INFORM
trend 2012-2021 (JRC, 2021); distance and risk variables are taken in logs. Estimation through PPML. Country-pair
clustered standard errors in parentheses. Significance codes: ∗∗∗ 0.01, ∗∗ 0.05, ∗ 0.1.

mentioned, this strategy might produce biased estimates. Column (7) include risk
at origin and exclude destination fixed effects, and the opposite applies to column
(8). Estimates show positive and significant estimates of the impact of risk at origin,
confirming that higher risk at origin leads to higher migration, even controlling for
destination-specific factors (traditionally capturing characteristics of the destination
country and potential barriers to entry, such as restrictive migratory policies). Table
4.3 yields significant results but cannot be considered theory-consistent as they do
not take into account the multilateral resistance terms through fixed effects. Two
solutions are presented in the next sections, to recover theory-consistent estimates.
The first solution attempts to explore the differences in risk indices between origin
and destination. The second will apply a two-stage approach to decompose risk
dimensions of hazard, vulnerability and lack of coping capacity.
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TABLE 4.4: Correlations, means and standard deviations of dimen-
sions and categories of the risk index

Mean SD HA HA.NAT HA.HUM VU VU.SEV VU.VGR CC CC.INS CC.INF

HA 3.67 2.18 1.00
HA.NAT 4.27 1.73 0.76∗∗∗ 1.00
HA.HUM 2.67 3.05 0.92∗∗∗ 0.46∗∗∗ 1.00

VU 3.77 2.00 0.61∗∗∗ 0.35∗∗∗ 0.63∗∗∗ 1.00
VU.SEV 3.81 2.35 0.43∗∗∗ 0.29∗∗∗ 0.43∗∗∗ 0.87∗∗∗ 1.00
VU.VGR 3.52 2.21 0.64∗∗∗ 0.33∗∗∗ 0.70∗∗∗ 0.86∗∗∗ 0.51∗∗∗ 1.00

CC 4.73 2.01 0.50∗∗∗ 0.30∗∗∗ 0.52∗∗∗ 0.83∗∗∗ 0.89∗∗∗ 0.54∗∗∗ 1.00
CC.INS 5.09 1.77 0.46∗∗∗ 0.27∗∗∗ 0.48∗∗∗ 0.67∗∗∗ 0.72∗∗∗ 0.43∗∗∗ 0.90∗∗∗ 1.00
CC.INF 4.19 2.51 0.47∗∗∗ 0.28∗∗∗ 0.49∗∗∗ 0.85∗∗∗ 0.93∗∗∗ 0.55∗∗∗ 0.94∗∗∗ 0.71∗∗∗ 1.00

Note: Descriptive statistics and correlation matrix of data from 2015 extracted from INFORM Trend 2012-2021
dataset (JRC, 2021). Overall INFORM index, Hazard&Exposure, Vulnerability and Lack of coping capacity dimensions
and categories according to original scale 1 to 10.

Decomposition of risk Before proceeding with bilateral and two-stage estimation,
results of decomposed index dimensions are shown. This is particularly interesting
with respect to the broader aim of the investigation, which is determining the weight
of the various dimension of hazard-related risk on migration, including those which
are hazard-independent. Table 4.1 showed how the overall risk index can be decom-
posed into three main dimensions: hazard and exposure (HA), vulnerability (VU)
and lack of coping strategy (CC). Each dimension can be further decomposed into
two categories each (see Table 4.1). Table 4.4 reports descriptive statistics of each
index and their correlation. Despite the high collinearity among each other, it might
be interesting to investigate the direction and the weight of each component on mi-
gration flows. Thus, separate regressions for each dimension and category at origin
and destination are shown below. Models in table 4.5 report the estimates of each
of the three dimensions and their respective categories relative to the origin country.
The aim is to explore the role of each component singularly in generating flows of
migrants from a country. Each of the three main dimensions is positive and highly
significant; in terms of magnitude Hazard&Exposure seem to play a prominent role
compared to the other two. Therefore, the positive coefficient in table 4.3 column (8)
is mainly explained by it. Nonetheless, hazard-independent dimension Vulnerability
and the institutional dimension Lack of coping capacity, even if to a lesser extent, show
highly significant and positive estimates, raising the evidence that occurrence and
intensity of hazard are not responsible alone to the determination of flows. When in-
dices are further decomposed, the role of single indicators can be disentangled from
one another. Natural and human-induced catastrophes both have a significant role,
but the impact of environmental hazards aggregated in the category HA.NAT (mea-
sured in terms of average population exposed to earthquake, tsunami, flood, tropi-
cal cyclones and damages caused by floods) is higher than human hazards. Socio-
economic vulnerability (VU.SEV) and the proportion of vulnerable groups (VU.VGR)
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TABLE 4.5: Decomposition of risk - Origin-specific indices

Dependent Variable: Mij
Hazard&Exposure Vulnerability Lack of Coping Capacity

Model: (1) (2) (3) (4) (5) (6)

Variables
ln(Distance) −1.05 ∗∗∗ −1.11 ∗∗∗ −0.909∗∗∗ −0.916∗∗∗ −0.864∗∗∗ −0.920∗∗∗

(0.085) (0.078) (0.085) (0.088) (0.088) (0.083)
Border 1.15 ∗∗∗ 1.12 ∗∗∗ 1.27 ∗∗∗ 1.21 ∗∗∗ 1.36 ∗∗∗ 1.32 ∗∗∗

(0.243) (0.236) (0.279) (0.277) (0.285) (0.290)
Colony 0.841∗∗∗ 0.815∗∗∗ 0.917∗∗∗ 0.891∗∗∗ 0.858∗∗∗ 0.907∗∗∗

(0.221) (0.253) (0.239) (0.233) (0.262) (0.271)
Language 0.574∗∗∗ 0.645∗∗∗ 0.413∗∗ 0.446∗∗ 0.453∗∗ 0.371

(0.213) (0.210) (0.210) (0.211) (0.210) (0.226)

HAi 1.61 ∗∗∗ VUi 0.851∗∗∗ CCi 0.739∗∗∗
(0.107) (0.115) (0.135)

HA.NATi 2.15 ∗∗∗ VU.SEVi 0.220∗∗∗ CC.INSi −0.093
(0.179) (0.066) (0.319)

HA.HUMi 0.293∗∗∗ VU.VGRi 0.669∗∗∗ CC.INFi 0.646∗∗∗
(0.045) (0.092) (0.170)

Fixed-effects
Origin No No No No No No
Destination Yes Yes Yes Yes Yes Yes

Fit statistics
Observations 30.972 30.972 30.972 30.972 30.972 30.972
Pseudo R2 0.605 0.627 0.528 0.537 0.516 0.519

Note: Dependent variable: 2015-2020 migration flows from Abel and Cohen (2019a). Independent variables: dis-
tance, border, colony and language from CEPII Gravity database (Conte et al., 2021); Risk index, dimensions and
categories from INFORM trend 2012-2021 (JRC, 2021); distance and risk variables are taken in logs. Estimation
through PPML. Country-pair clustered standard errors in parentheses. Significance codes: ∗∗∗ 0.01, ∗∗ 0.05, ∗ 0.1.

play an important role in driving migratory flows out of vulnerable origin countries.
Interestingly, the decomposition of the CC components shows a non-significant role
of the institutional dimension, which includes disaster risk management strategy
and quality of governance, while a lower index associated with diverse infrastruc-
tures shows a positive impact on generating flows.

The picture changes when characteristics at origin are controlled for by fixed effects
and destination-specific indices are introduced. Vulnerability and Lack of Coping Ca-
pacity play a discouraging role in flows towards a specific destination (negative signs
indicates that more vulnerable and institutionally lacking countries are less likely to
be chosen as destination area). Each category related to coping capacity, both in
terms of institutions and infrastructure, shows negative and significant coefficients,
indicating that the institutional dimension and the well functioning of the gover-
nance and the infrastructures of a country seem to attract considerably potential
migrants. Socio-economic conditions in the host country also affect negatively the
probability of choosing a destination with lower scores in VU.SEV index along with
countries with high human hazard (HA.HUM) index, which can be clearly explained
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TABLE 4.6: Decomposition of risk - Destination-specific indices

Dependent Variable: Mij
Hazard&Exposure Vulnerability Lack of Coping Capacity

Model: (1) (2) (3) (4) (5) (6)

Variables
Distance −0.684∗∗∗ −0.687∗∗∗ −0.636∗∗∗ −0.699∗∗∗ −0.640∗∗∗ −0.630∗∗∗

(0.082) (0.079) (0.084) (0.102) (0.093) (0.098)
Border 1.33 ∗∗∗ 1.34 ∗∗∗ 1.56 ∗∗∗ 1.42 ∗∗∗ 1.72 ∗∗∗ 1.77 ∗∗∗

(0.249) (0.247) (0.273) (0.281) (0.289) (0.295)
Colony 1.72 ∗∗∗ 1.71 ∗∗∗ 1.67 ∗∗∗ 1.44 ∗∗∗ 1.42 ∗∗∗ 1.36 ∗∗∗

(0.335) (0.335) (0.347) (0.345) (0.312) (0.367)
Language 0.791∗∗∗ 0.781∗∗∗ 0.848∗∗∗ 1.03 ∗∗∗ 0.899∗∗∗ 0.938∗∗∗

(0.222) (0.219) (0.227) (0.247) (0.227) (0.244)

HAj 0.056 VUj −0.540∗∗∗ CCj −1.50 ∗∗∗

(0.076) (0.066) (0.078)
HA.NATj 0.491∗∗∗ VU.SEVj −0.825∗∗∗ CC.INSj −0.664∗∗∗

(0.130) (0.045) (0.181)
HA.HUMj −0.089∗∗ VU.VGRj 0.499∗∗∗ CC.INFj −0.786∗∗∗

(0.037) (0.103) (0.145)

Fixed-effects
Origin Yes Yes Yes Yes Yes Yes
Destination No No No No No No

Fit statistics
Observations 31.328 31.328 31.328 31.328 31.328 31.328
Pseudo R2 0.444 0.448 0.458 0.534 0.521 0.522

Note: Dependent variable: 2015-2020 migration flows from Abel and Cohen (2019a). Independent variables: dis-
tance, border, colony and language from CEPII Gravity database (Conte et al., 2021); Risk index, dimensions and
categories from INFORM trend 2012-2021 (JRC, 2021); distance and risk variables are taken in logs. Estimation
through PPML.Country-pair clustered standard errors in parentheses. Significance codes: ∗∗∗ 0.01, ∗∗ 0.05, ∗ 0.1.

by the fact that a potential migrant would not choose a country with an ongoing
or projected conflict. Interestingly, while the overall Hazard&Exposure is not signif-
icant, the natural hazard index shows a positive and significant coefficient. This
might be associated with immediate displacement after the outburst of a disaster to
neighbouring countries that show similar levels of risk. Furthermore, the incidence
of vulnerable groups also shows a positive sign. Further investigations on the di-
rection of flows according to the risk and its components will be shown in section
4.5.3

4.5.2 Risk index origin-destination

This section introduces a measure of bilateral risk to capture the impact of differ-
ences between two countries’ risks in driving migration flows. Many different in-
dices have been tested to choose the best representation of the distance between two
countries’ risks and to check for robustness (an overview is reported in section ??
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FIGURE 4.5: Descriptive statistics of Grubel-Lloyd index of bilateral
risk distance
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Index Mean SD Min 25% Median 75% Max

RGL
ij 0.72 0.19 0.12 0.58 0.75 0.89 1.00

HAGL
ij 0.65 0.23 0.06 0.49 0.69 0.85 1.00

VUGL
ij 0.68 0.21 0.06 0.52 0.71 0.87 1.00

CCGL
ij 0.74 0.19 0.18 0.61 0.77 0.90 1.00

of the Appendix D). Bilateral risk index will take hereby the structure of a Grubel-
Lloyd index which is expressed as:

RGL
ij = 1 −

|Ri − Rj|
Ri + Rj

(4.16)

In the extreme case of RGL
ij = 1, only intra-flows occur, and no inter-flows: this is

the case in which the value of risk at origin i is the same as the one at destination j,
thus flows occur between two similarly risky countries. Conversely, in the opposite
extreme case of RGL

ij = 0, no intra-flows occur, but only inter-flows. This would
mean that country i and country j have considerably different levels of risk (in the
extreme case, one country is very risky and the other is not at risk at all), thus the
flows occur between countries with different levels of risk. However RGL

ij is a useful
tool to explain the role of risks in promoting or hindering mobility, the bilateral
index does not capture the direction of the risk: in fact, it could be near to 0 both if
the origin is riskier than the destination and in the opposite case. The direction of
difference in risks has been partially introduced in the previous section and it will
be further explored in the two-step model (4.5.3). Note: Density plots and descriptive statistics

The Grubel-Lloyd index has been introduced in Grubel and Lloyd (1975) as GLi = 1 − |Xi−Mi |
Xi+Mi

where Xi represents exports in industry i and Mi represents imports in industry i. The aim was to
recover a measure of the portion of intra- and inter-industry trade between countries
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of Grubel-Lloyd index calculated on data from 2015 extracted from INFORM Trend 2012-2021 dataset (JRC, 2021).
Overall INFORM index, Hazard&Exposure, Vulnerability and Lack of coping capacity dimensions.

In figure and table 4.5.2, it can be noticed that the bilateral index tends to be more
likely near to 1 and takes high values, rather than lower values. Means and medians
for the index and for each respective dimension (for which the bilateral version is
calculated) are around a value of 0.7. The dyads included in the sample are more
likely to be similar to one another than completely different. To explore how this
reflects into the migratory flows, table 4.7 column (1) reports the estimates of the
Grubel-Lloyd index of bilateral risk distance. The coefficient is not significant, yet
negative. A negative coefficient indicates that higher values of the index correspond
to lower flows of migrants. However, taken for the overall sample of dyads, the in-
dex does not show statistical significance, even when only positive flows are taken
into account, in column (2). At a first glance, it seems that migrants do not take into
account the distance in risk measures between their origin country and the destina-
tion, while every other variable remains with the same magnitude and sign.

To further investigate, the decomposition of the index is introduced. It emerges that
distance in Hazard&Exposure is indeed taken into account and plays a role in deter-
mining flows. Columns (5) shows that distances in Vulnerability and Lack of Coping
Capacity indices do not intervene in driving migration flows. Between the two cat-
egories of Hazard&Exposure, natural-induced disaster and the distance between the
risk at origin and destination determine the impact on flows, with a strong nega-
tive relation. Potential migrants tend to take into account the different levels of risk
of natural hazard at destination, choosing countries in which the risk is different.
Interestingly, the two categories of Vulnerability when taken disaggregated become
highly significant in driving flows. Differences in development, inequality and every
dimension of vulnerability included in VU.SEV and VU.VGR between two countries
strongly influence the choice of a destination. This figure might capture the direc-
tion of migration flows from less developed countries toward more developed ones,
already pointed out in the classic literature. Lack of Coping Capacity, the institutional
and infrastructural dimension, does not seem to enter as determinants of flows.

Conditional regression by continent As highlighted in figure 4.4 and 4.3, each
macro-area has its own specific characteristics in terms of the direction of flows, the
intensity of risk and choice of destination. In this section, the overall sample will
be split according to continents and macro-areas, to investigate potential heteroge-
neous behaviour across different parts of the world. African and Asian migratory

Section ?? in the appendix shows that this result is consistent with robustness checks when differ-
ent calculations of measures of distance/similarity are included in the model
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TABLE 4.7: Bilateral risk index (Grubel-Lloyd)

Mij Mij > 0 Mij
Model: (1) (2) (3) (4) (5) (6) (7) (8) (9)

Variables
Distance −1.37 ∗∗∗ −1.08 ∗∗∗ −1.39 ∗∗∗ −1.36 ∗∗∗ −1.37 ∗∗∗ −1.39 ∗∗∗ −1.44 ∗∗∗ −1.42 ∗∗∗ −1.35 ∗∗∗

(0.073) (0.067) (0.072) (0.071) (0.076) (0.076) (0.078) (0.077) (0.079)
Border 0.668∗∗∗ 0.613∗∗∗ 0.679∗∗∗ 0.662∗∗∗ 0.662∗∗∗ 0.669∗∗∗ 0.770∗∗∗ 0.740∗∗∗ 0.660∗∗∗

(0.155) (0.139) (0.154) (0.155) (0.156) (0.154) (0.162) (0.156) (0.156)
Colony 0.838∗∗∗ 0.745∗∗∗ 0.830∗∗∗ 0.847∗∗∗ 0.839∗∗∗ 0.829∗∗∗ 0.838∗∗∗ 0.828∗∗∗ 0.853∗∗∗

(0.170) (0.164) (0.173) (0.167) (0.171) (0.176) (0.188) (0.175) (0.175)
Language 0.880∗∗∗ 0.883∗∗∗ 0.872∗∗∗ 0.884∗∗∗ 0.885∗∗∗ 0.876∗∗∗ 0.886∗∗∗ 0.895∗∗∗ 0.894∗∗∗

(0.144) (0.164) (0.145) (0.144) (0.144) (0.146) (0.156) (0.142) (0.143)
RGL

ij −0.191 −0.144
(0.234) (0.219)

HAGL
ij −0.366∗∗ −0.413∗∗

(0.155) (0.169)
VUGL

ij 0.012 0.189
(0.178) (0.217)

CCGL
ij −0.129 0.009

(0.251) (0.306)
HA.NATGL

ij −0.716∗∗
(0.306)

HA.HUMGL
ij 0.027

(0.051)
VU.SEVGL

ij −0.264∗∗
(0.113)

VU.VGRGL
ij −0.404∗∗∗

(0.135)
CC.INSGL

ij −0.253
(0.368)

CC.INFGL
ij 0.146

(0.194)

Fixed-effects
Origin Yes Yes Yes Yes Yes Yes Yes Yes Yes
Destination Yes Yes Yes Yes Yes Yes Yes Yes Yes

Fit statistics
Observations30.453 10.549 30.453 30.453 30.453 30.453 21.028 30.453 30.453
Pseudo
R2

0.802 0.789 0.802 0.801 0.801 0.802 0.799 0.804 0.802

Note: Dependent variable: 2015-2020 migration flows from Abel and Cohen (2019a). Independent variables: dis-
tance, border, colony and language from CEPII Gravity database (Conte et al., 2021); Risk index, dimensions and
categories calculated on data retrieved from INFORM trend 2012-2021 (JRC, 2021); distance and risk variables are
taken in logs. Estimation through PPML. Country-pair clustered standard errors in parentheses. Significance codes:
∗∗∗ 0.01, ∗∗ 0.05, ∗ 0.1.
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flows are predominantly directed towards countries within the same continent (see
table D.1 and figure 4.4). Migrants from African countries seem to privilege similarly
risky countries, showing a positive and highly significant estimate of RGL

ij (table 4.8,
panel A). As already highlighted in the literature, African migration occurs mainly
internally or between neighbouring countries. Not surprisingly, the border dummy
that captures whether origin and destination are contiguous countries sharing a bor-
der, is the highest among any other area. Furthermore, migration occurs between
countries showing a similar level of Vulnerability index, which mainly drives the es-
timates of the overall index, while hazard-related and institutional characteristics do
not play any significant role. These findings are not new to the literature and con-
firm the tendency of potential migrants from African countries (with no substantial
differences between sub-regions - panel D) to engage in short-distance migration
patterns toward neighbouring similar countries, including by level of income (panel
C). As shown in figure 4.2 most African countries report some of the highest levels
of the overall risk index and each of its categories, making it the overall most risky
continent when considering every dimension of risk. It scores comparatively the
highest mean scores for every indicator (except for the pure Hazard&Exposure, for
which Asian countries are on top), mainly driven by human hazards, while compar-
atively less concerned by natural hazards. Mobility in Africa seems less driven by
the natural disasters included in the risk index, but by high levels of vulnerability
in many areas (including environmental stressors). Higher scores of risk at origin
countries are connected with migration toward countries with similar levels of risk
(panel E).

Estimates from the Asian continent show the opposite picture. The sign of the
overall risk index is negative and still very significant, showing a predominant ten-
dency to move to countries with a different level of risk (panel A). Mobility com-
ing from Asia seems more oriented to diversify risk by moving from one place to
another, especially for Middle East (Western Asia), Eastern Asia (including China
and Japan) and Southern countries, which includes countries with the highest num-
ber of migrants in the world per country (India, Bangladesh and Pakistan, see table
4.2). Those areas are also the origin countries of most consistent corridors, such as
Syria to Turkey and Germany, India to the USA, Bangladesh to India and Saudi Ara-
bia. Both for natural and human hazards those areas are the riskiest in the world,
and the dimension Hazard&Exposure estimates a direction towards less risky coun-
tries, which can be explained by looking at corridors originating from countries with
long-lasting ongoing conflicts (Afghanistan, Iraq, Pakistan, Syria, Yemen) and areas
constantly hit by natural disasters (Philippines, Bangladesh, Japan, India, Myanmar,
Indonesia). The same applies to the index capturing Vulnerability, which shows as
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TABLE 4.8: Conditional regression by continent of origin

Africa Americas Asia Europe Oceania

Panel A: Overall risk index
Distance −1.48 ∗∗∗ −1.42 ∗∗∗ −1.38 ∗∗∗ −0.208 −3.16 ∗∗∗

(0.149) (0.289) (0.156) (0.255) (0.627)
Border 1.69 ∗∗∗ −0.088 1.20 ∗∗∗ 0.608∗∗ −9.72 ∗∗∗

(0.238) (0.365) (0.234) (0.256) (1.81)
Colony 0.281 0.652 0.911∗∗∗ 0.606∗∗∗ −0.528

(0.244) (0.505) (0.238) (0.211) (0.536)
Language 1.26 ∗∗∗ 1.14 ∗∗∗ 0.146 1.17 ∗∗∗ −10.2 ∗∗∗

(0.146) (0.298) (0.251) (0.199) (1.12)
RGL

ij 2.87 ∗∗∗ 2.32 ∗∗∗ −1.33 ∗∗∗ 0.487 1.12 ∗

(0.594) (0.751) (0.387) (0.734) (0.628)

Panel B: Decomposition
HAGL

ij 0.421 2.52 ∗∗∗ −1.18 ∗∗∗ −0.056 −2.43 ∗∗

(0.265) (0.443) (0.309) (0.295) (0.969)
VUGL

ij 2.84 ∗∗∗ −1.81 ∗∗∗ −1.02 ∗∗∗ 0.496 0.395
(0.804) (0.701) (0.332) (0.521) (0.439)

CCGL
ij 0.418 1.27 2.22 ∗∗∗ −0.284 −0.262

(1.06) (0.815) (0.641) (0.549) (0.532)

Panel C: Interactions: RGL
ij × Income level

Low income 3.18 ∗∗∗ 1.24 −1.69 ∗∗
(0.599) (1.40) (0.776)

Lower-middle
income 2.26 ∗∗∗ 0.029 −1.29 ∗∗ 4.56 ∗∗∗ 0.773

(0.637) (1.38) (0.550) (1.66) (1.53)
Upper-middle
income 3.17 ∗∗∗ 3.08 ∗∗∗ −2.85 ∗∗∗ 2.85 ∗∗ 4.12

(0.906) (0.880) (0.596) (1.39) (2.90)
High income −3.02 −0.934 −0.831 −1.57 ∗∗∗ 0.177

(2.04) (1.04) (0.717) (0.563) (0.915)

Panel D: Interactions: RGL
ij × Sub-region

North Africa 3.16∗∗∗

(0.678) LAC 2.45∗∗∗

(0.759) Central 0.025
(2.02) Eastern 3.17∗∗∗

(0.947)
Australia
New Zealand

0.081
(0.905)

Sub-Saharan
Africa

2.84∗∗∗

(0.601)
North
America

-2.49
(1.59) Eastern -2.36∗∗∗

(0.503) Northern -1.12∗∗

(0.561)
Pacific
Islands

2.43∗

(1.43)

South
East

0.354
(0.721) Southern -0.050

(0.546)

Southern -1.37∗∗∗

(0.425) Western -2.51∗∗∗

(0.642)

Western -1.74∗∗∗

(0.560)

Panel E: Interactions: RGL
ij × Risk at origin

Very low 1.02 −0.772 −1.93 ∗∗∗ 1.07
(2.92) (1.14) (0.590) (0.971)

Low −1.43 −0.957 −1.85 ∗∗ 0.391 1.27
(1.09) (1.23) (0.784) (1.09) (0.893)

Medium 4.06 ∗∗∗ 3.75 ∗∗∗ −2.43 ∗∗∗ 4.55 ∗∗∗ 1.41
(0.988) (1.01) (0.731) (1.32) (1.63)

High 2.40 ∗∗∗ 1.14 −1.46 ∗∗ 0.002
(0.645) (1.20) (0.618) (0.705)

Very high 3.05 ∗∗∗ 1.56 −1.08
(0.568) (1.45) (0.738)

Fixed-effects
Origin Yes Yes Yes Yes Yes
Destination Yes Yes Yes Yes Yes

Observations 7.854 4.389 7.129 5.846 1.322

Note: Dependent variable: 2015-2020 migration flows from Abel and Cohen (2019a). Independent variables: dis-
tance, border, colony and language from CEPII Gravity database (Conte et al., 2021) (included but not reported
in panel B to E); Risk index and dimensions are calculated on data retrieved from INFORM trend 2012-2021 (JRC,
2021); distance and risk variables are taken in logs. Estimation through PPML. Heteroskedasticity-robust standard-
errors in parentheses. Significance codes: ∗∗∗ 0.01, ∗∗ 0.05, ∗ 0.1.
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well a negative sign. By contrast, the institutional dimension shows a positive sign,
with flows going towards countries with similar institutional quality and infrastruc-
ture (panel B).

Overall estimates concerning the American continent are mostly driven by Latin-
American and Caribbean countries, while North America do not show significant
estimates (panel D). The coefficient is positive and significant, manifesting a trend
of moving toward similarly risky countries, most of all in terms of natural and hu-
man hazards (panel B). Americas equally receive inter- (43.9%) and intra-continental
(56.1%) flows. Intra-continental flows are potentially led by internal crisis during the
5-year period (Venezuela) and from well-established historical consistent flows from
Mexico to the U.S. Most origin areas score the highest HA.NAT and HA.HUM indices.
The U.S. manifest constantly over the years the highest absolute number of inflows
globally, accompanied by Colombia and Canada for the specific time window 2015-
2020. Flows originating in European countries do not seem to be impacted by overall
risk and its three dimensions.

4.5.3 Two-stage estimation

An attempt to recover the effect of origin-specific variables can be implemented
through a two-stage approach in which: a canonical structural gravity model of mi-
gration is estimated, from which the inward and outward effects, Ω̂i and Ω̂j, are
recovered from the estimated country-specific fixed effects. After the extraction,
a new estimation is done on country-specific variables with FEs as the dependent
variable. The two-stage approach is particularly useful in the case of models to
be estimated with theory-consistent fixed effects which prevent the identification
of country-specific effects Head and Mayer (2014). It is consistent to regress hazard-
related variables on outward multilateral resistance terms given that the analysis
focuses on drivers (or barriers) of potential migrants, specifically on the role of risk
connected to natural hazard, which is specific to the country of origin (monadic vari-
able).

The first step consists in the estimation of the structural gravity model for migra-
tion, including fixed effects and dyadic covariates (without measures of risk):

Mij = exp[Ωi + Ωj − γ1ln(dij) + γ2bij + γ3cij + γ4lij]× ε ij (4.17)

Results are already shown and discussed in table 4.3 column (2). From the estimation
of 4.17, the values of the outward effects Ω̂i and inward effects Ω̂j are recovered and
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TABLE 4.9: Second-stage estimation

Dependent Variable: Outward FEs Ω̂i
Panel A: Origin-specific variables

Ri 1.44 ∗∗∗
(0.220)

Hazard&Exposure Vulnerability Lack of Coping Capacity

HAi 1.59 ∗∗∗ VUi 0.747∗∗∗ CCi 0.833∗∗∗
(0.159) (0.200) (0.247)

HA.NATi 1.63 ∗∗∗ VU.SEVi 0.306∗∗ CC.INSi −0.316
(0.268) (0.146) (0.530)

HA.HUMi 0.307∗∗∗ VU.VGRi 0.459∗∗∗ CC.INFi 0.809∗∗∗
(0.071) (0.171) (0.308)

Observations 179 179 179 179 179 179

Dependent Variable: Inward FEs Ω̂j
Panel B: Destination-specific variables

Rj -0.557∗∗
(0.214)

Hazard&Exposure Vulnerability Lack of Coping Capacity

HAj 0.203 VUj -0.610∗∗∗ CCj -1.37∗∗∗
(0.175) (0.201) (0.284)

HA.NATj 0.639∗ VU.SEVj -0.826∗∗∗ CC.INSj -0.962
(0.343) (0.175) (0.610)

HA.HUMj -0.097 VU.VGRj 0.410 CC.INFj -0.465
(0.104) (0.256) (0.302)

Observations 179 179 179 179 179 179

Note: Second-stage estimation. Dependent variable: origin and destination fixed effects extracted from model
(2) in table 4.3. Independent variables: Risk index, dimensions and categories from INFORM trend 2012-2021
taken in logs. Heteroskedasticity-robust standard errors in parentheses. Weights: inverse of standard errors (1/se).
Significance codes: ∗∗∗ 0.01, ∗∗ 0.05, ∗ 0.1.

regressed on country-specific covariates.

Ω̂i = α1 + β1Ri + ψ

Ω̂j = α2 + β2Rj + ψ
(4.18)

where βs are the coefficients related to risk connected to hazards at origin and des-
tination. Models 4.18 is estimated with Weighted Least Squares. Observations drop
to 179, which are one less than the total number of countries in the sample since one
country serves as the reference category.

Results of the estimation of the second stage shown in table 4.9 panel A confirm a
strong and positive role of risk connected to hazards in driving migration out of ori-
gin. The effect of the overall INFORM index on the outward term can be interpreted
as the ensemble of drivers (or barriers) to emigration from the specific origin country

Following Head and Ries (2008), to correct for heteroskedasticity, the observations are weighted
by the inverse of the standard errors from the first stage
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to a hypothetical destination world, which in this case configures as a strong deter-
minant to out-migration. Similarly, the inward term regressed on INFORM index at
destination theoretically represents all barriers to specific destination j from a hypo-
thetical origin world: panel B shows that riskier countries are less attractive to mi-
gration flows. The positive impact of risk in driving out-migration is mainly driven
by the Hazard&Exposure dimension, both in terms of natural and human hazards.
Flows increases also with the increase of both categories of Vulnerability, while the
impact of Lack of Coping Capacity is mainly driven by the infrastructural dimension,
while institutional preparedness to cope with disasters and governance do not show
any significant effect. The inward term is negative and significant and it is mainly
driven by Vulnerability and Lack of Coping Capacity dimensions. Unfavourable socio-
economic conditions are considerably less attractive than those with the lowest level
of VU.SEV component.

4.6 Concluding remarks

The aim of the analysis is to investigate the role of dimensions connected to the risk
of hazards in determining migration flows. The basic assumption builds on the idea
that the impact of natural hazards is not exerted exclusively by their occurrence,
frequency or intensity, motivated by the concern that measuring the impact of nat-
ural disasters on migration considering exclusively their intensity might produce
biased results if other dimensions are not taken into account. The measure of risk
hereby used includes hazards in an extensive framework of various sources of di-
mensions that might influence the resulting impact of natural hazards on a specific
country. This conceptual framework has then been included in a structural gravity
model to assess its impact among migration determinants. From a macroeconomic
perspective, this contribution provides a pathway for a more comprehensive vision
of environmental impact on migration. The estimates produced show indeed that
other dimensions play a role in the migratory response to natural hazards. Preex-
isting vulnerabilities, in terms of ongoing conflicts, development, inequality, food
security, health conditions and the presence of vulnerable groups, as well as a lack
of infrastructures increase the probability of mobility for those countries who show
high levels of those indicators. Regional differences are also considerable, as shown
by conditional models. The decomposition of risk shows heterogeneous responses
according to the distance in the level of each indicator. However, this framework
only focuses on international migration and it is based on observations over a 5-year
period, which can explain only a part of mobility response to risk. Further inves-
tigation should be made on internal mobility, which is likely to be the consequent
response to sudden shocks.
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Conclusions

This thesis provides additional elements to the ongoing debate on the complex link-
ages between environmental factors and human mobility. By offering an empirical
overview and detailed analysis of the most extensive sample of contributions on the
subject produced until now, it explores the many sources of heterogeneity that drive
the absence of a cohesive literature.

Merging together results from community detection on the citation-based network
with a conditional meta-analysis, it introduces a new hybrid methodology able to
isolate and detect contributions aggregating and converging toward a certain out-
come, which highly influence the final estimated average effect of different kind of
environmental events on mobility.

The complexity of migration, originating from the many forms it can take (inter-
national, domestic, temporary, etc.) and its multi-causal nature calls for a greater re-
search effort to disentangle the various factors that links it to linking environmental
change. The empirical applications in last chapters provide and suggest a broader
point of view on the link between environmental events and human mobility, ex-
ploiting alternative methodologies and a richer conceptual framework. Although
the important channel of internal migration and displacement is neglected in this
analysis and for which further investigations are needed, the results point to the im-
portance of intrinsic characteristics of vulnerability and coping capacity of affected
area and extreme regional differences.

Overall, the nexus between environmental factors and migration still needs to be
fully unfolded. Migratory responses are likely to be affected in different ways and
through different channelling factors by both sudden and gradual environmental
events, which will shape the decades to come.
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Appendix A

Appendix A

List of Articles
Table B.1 lists the 151 papers included in the reviewed sample.

Author(s) Title Year Pub Cluster

Abel et al. Climate, conflict and forced migration 2018 C3
Afifi and Warner The impact of environmental degradation on migration flows

across countries
2008 C4

Ager et al. How the 1906 San Francisco earthquake shaped economic ac-
tivity in the American West

2020 x C2

Ahsan Climate-induced migration impacts on social structures and
justice in Bangladesh

2019 x C1

Alem et al. Migration as an adaptation strategy to weather variability: an
instrumental variables probit analysis

2016 C1

Alexeev et al. Weather-related disasters and international migration 2011 C4
Auffhammer and Kahn The farmers climate change adaptation challenge in least de-

veloped countries
2018 x C3

Backhaus et al. Do climate variations explain bilateral migration? A gravity
model analysis

2015 x C4

Barassi et al. Climate anomalies and migration between Chinese provinces
1987-2015

2018 x C4

Bardsley Limits to adaptation or a second modernity responses to cli-
mate change risk in the context of failing socio-ecosystems

2014 x C1

Baronchelli and Ricciuti Climate change, rice production, and migration in Vietnamese
households

2018 C3

Barrios et al. Climatic change and rural-urban migration the case of Sub-
Saharan Africa

2006 x C4

Beine and Parsons Climatic factors as determinants of international migration 2015 x C4
Beine and Parsons Climatic factors as determinants of international migration

(redux)
2017 x C4

Benonnier et al. Climate change, migration, and irrigation 2019 C3
Berlemann and Stein-
hardt

Climate change natural disasters and migration: a survey of
the empirical evidence

2017 x C3

Berlemann and Tran Climate-related hazards and internal migration empirical evi-
dence for rural Vietnam

2020 x C3

Bertoli et al. Weather shocks and migration intentions in Western Africa:
insights from a multilevel analysis

2020 C3

Bettin and Nicolli Does climate change foster emigration from less developed
countries? Evidence from bilateral data

2012 C4
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Author(s) Title Year Pub Cluster

Bhargava Climate change demographic pressures and global sustainabil-
ity

2019 x C3

Bohra-Mishra et al. Non-linear permanent migration response to climatic varia-
tions but minimal response to disasters

2014 x C3

Boustan et al. Moving to higher ground: migration response to natural dis-
asters in the early twentieth century

2012 x C2

Boustan et al. The effect of natural disasters on economic activity in U.S.
counties a century of data

2020 x C2

Bruckner Economic growth, size of the agricultural sector, and urban-
ization in Africa

2012 x C4

Burzynski et al. Climate change, inequality, and human migration 2019 C3
Cai et al. Climate variability and international migration the impor-

tance of the agricultural linkage
2016 x C4

Carattini and Veronesi Trust, temperature fluctuations, and asylum applications 2020 C3
Castells-Quintana et al. Adaptation to climate change a review through a development

economics lens
2018 x C2

Cattaneo and Massetti Migration and climate change in rural Africa 2015 C3
Cattaneo and Peri The migration response to increasing temperatures 2016 x C3
Cattaneo and Bosetti Climate-induced international migration and conflicts 2017 x C4
Cattaneo and Massetti Does harmful climate increase or decrease migration evidence

from rural households in Nigeria
2019 x C3

Cattaneo et al. Human migration in the era of climate change 2019 x C3
Chen and Flatnes Credit access, migration, and climate change adaptation in ru-

ral Bangladesh
2019 C1

Chernina Natural shocks and migration decisions: the case of Kyrgyzs-
tan

2019 C2

Chort New insights into the selection process of Mexican migrants.
What can we learn from discrepancies between intentions to
migrate and actual moves to the U.S.?

2012 C3

Chort and Rupelle Managing the impact of climate change on migration: evidence
from Mexico

2017 C3

Chort and De La Ru-
pelle

Managing the impact of climate on migration: evidence from
Mexico

2019 C3

Coniglio and Pesce Climate variability and international migration: an empirical
analysis

2015 x C4

Dallmann and Millock Climate variability and interstate migration in India 2017 x C4
Damette and Gittard Climate change and migrations: remittances as a buffer? 2017 x C4
Defrance et al. Is migration drought-induced in Mali? An empirical analy-

sis using panel data on Malian localities over the 1987-2009
period

2020 C3

Desmet and Rossi-
Hansberg

On the spatial economic impact of global warming 2015 x C3

Deuster Climate change, education and mobility in Africa 2019 C3
Diallo and Renou Climate change and migration the emerging structure of a sci-

entific field and the process of public policy formulation
2015 x C1

Dillon et al. Migratory responses to agricultural risk in Northern Nigeria 2011 x C2
Docquier et al. Emigration and democracy 2016 x C4
Drabo and Mbaye Climate change, natural disasters and migration: an empirical

analysis in developing countries
2011 C4

Drabo and Mbaye Natural disasters, migration and education: an empirical anal-
ysis in developing countries

2015 x C4

Erwin et al. Inter-sectionality shapes adaptation to social-ecological change 2020 x C1
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Author(s) Title Year Pub Cluster

Falco et al. Climate change, agriculture and migration: a survey 2018 C3
Fan et al. Does extreme weather drive inter-regional brain drain in the

U.S. evidence from a sorting model
2016 x C2

Fan et al. Climate change migration and regional economic impacts in
the United States

2018 x C2

Farbotko et al. Transformative mobilities in the pacific promoting adaptation
and development in a changing climate

2018 x C1

Felli Managing climate insecurity by ensuring continuous capital
accumulation climate refugees and climate migrants

2013 x C1

Feng et al. The perils of modelling how migration responds to climate
change

2016 C2

Feng et al. Linkages among climate change, crop yields and Mexico-U.S.
cross-border migration

2010 x C1

Feng et al. Climate change, crop yields, and internal migration in the
United States

2012 C3

Fernández et al. Climate change-induced migration in Morocco 2018 x C1
Galizzi Demographic explosion in Sub-Saharan Africa subsistence

agriculture and the problem of migrants
2017 x C4

Ghimire et al. Flood-induced displacement and civil conflict 2015 x C1
Gignoux and Menéndez Benefit in the wake of disaster long-run effects of earthquakes

on welfare in rural Indonesia
2016 x C2

Goldbach Out-migration from coastal areas in Ghana and Indonesia: the
role of environmental factors

2017 x C1

Grace et al. Examining rural Sahelian out-migration in the context of cli-
mate change: an analysis of the linkages between rainfall and
out-migration in two Malian villages from 1981 to 2009

2018 x C1

Gray Environment, land, and rural out-migration in the Southern
Ecuadorian Andes

2009 x C1

Gray and Mueller Natural disasters and population mobility in Bangladesh 2012 x C1
Gray and Mueller Drought and population mobility in rural Ethiopia 2012 x C1
Gray and Bilsborrow Environmental influences on human migration in rural

Ecuador
2013 x C1

Gray and Wise Country-specific effects of climate variability on human migra-
tion

2016 x C1

Gröger and Zylberberg Internal labor migration as a shock coping strategy evidence
from a typhoon

2016 x C2

Groen et al. Storms and jobs the effect of hurricanes on individuals employ-
ment and earnings over the long term

2020 x C2

Groschl Climate change and the relocation of population 2012 C4
Groschl and Steinwachs Do natural hazards cause international migration? 2017 x C4
Halliday Migration, risk, and liquidity constraints in El Salvador 2006 x C2
Halliday Intra-household labour supply, migration, and subsistence

constraints in a risky environment: evidence from rural El Sal-
vador

2012 x C2

Hanson and McIntosh Birth rates and border crossings: Latin American migration to
the U.S., Canada, Spain and the U.K.

2012 x C4

Harper Population-environment interactions European migration
population composition and climate change

2013 x C1

Henderson et al. Has climate change driven urbanization in Africa 2017 x C3
Henry et al. Modelling inter-provincial migration in Burkina Faso, West

Africa: the role of socio-demographic and environmental fac-
tors

2003 x C1
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Author(s) Title Year Pub Cluster

Herny2004 The impact of rainfall on the first out-migration: a multi-level
event-history analysis in Burkina Faso

2004 x C1

Hirvonen Temperature changes, household consumption, and internal
migration: evidence from Tanzania

2016 x C3

Hornbeck The enduring impact of the American dust bowl: short- and
long-run adjustments to environmental catastrophe

2012 x C2

Hunter et al. Rainfall patterns and U.S. Migration from rural Mexico 2013 x C1
Iqbal and Roy Climate change agriculture and migration evidence from

Bangladesh
2015 x C1

Jamero et al. In-situ adaptation against climate change can enable reloca-
tion of impoverished small islands

2019 x C1

Jennings and Gray Climate variability and human migration in the Netherlands,
1865-1937

2015 x C1

Jessoe et al. Climate change and labour allocation in rural Mexico evidence
from annual fluctuations in weather

2018 x C3

Joseph and Wodon Is internal migration in Yemen driven by climate or socio-
economic factors?

2013 x C1

Joseph et al. Is climate change likely to lead to higher net internal migra-
tion? The republic of Yemen’s case

2014 C1

Kabir et al. Seasonal drought thresholds and internal migration for adap-
tation lessons from northern Bangladesh

2017 x C1

Kawawaki Economic analysis of population migration factors caused by
the Great East Japan earthquake and tsunami

2018 x C2

Khamis and Li Environment matters: new evidence from Mexican migration 2020 x C4
Klaiber Migration and household adaptation to climate a review of em-

pirical research
2014 x C2

Koubi et al. The role of environmental perceptions in migration decision-
making: evidence from both migrants and non-migrants in five
developing countries

2016 x C1

Koubi et al. Environmental stressors and migration evidence from Viet-
nam

2016 x C1

Kubik and Maurel Weather shocks agricultural production and migration evi-
dence from Tanzania

2016 x C1

Lewin et al. Do rainfall conditions push or pull rural migrants evidence
from Malawi

2012 x C1

Mahajan and Yang Taken by storm: hurricanes, migrant networks, and U.S. im-
migration

2020 x C2

Marchiori and Schu-
macher

When nature rebels international migration, climate change
and inequality

2011 x C1

Marchiori et al. The impact of weather anomalies on migration in Sub-Saharan
Africa

2012 x C4

Marchiori et al. Is environmentally induced income variability a driver of hu-
man migration?

2017 x C1

Mason Climate change and migration a dynamic model 2017 x C3
Mastrorillo et al. The influence of climate variability on internal migration flows

in South Africa
2016 x C3

Maurel and Zaneta Climate variability and migration: evidence from Tanzania 2014 C1
Maurel and Tuccio Climate instability, urbanisation and international migration 2016 x C4
Mbaye and Zimmer-
mann

Natural disasters and human mobility 2016 x C2

Millock Migration and environment 2015 x C1
Missirian and Schlenker Asylum applications respond to temperature fluctuations 2017 x C3
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Author(s) Title Year Pub Cluster

Mueller et al. Heat stress increases long-term human migration in rural Pak-
istan

2014 x C1

Mueller et al. Temporary migration and climate variation in Eastern Africa 2020 x C3
Naqvi Deep impact geo-simulations as a policy toolkit for natural dis-

asters
2017 x C2

Naqvi and Rehm A multi-agent model of a low income economy simulating the
distributional effects of natural disasters

2014 x C2

Naudé Conflict, disasters, and no jobs: reasons for international mi-
gration from Sub-Saharan Africa

2008 C4

Naudé Natural disasters and international migration from Sub-
Saharan Africa

2009 x C4

Naudé The determinants of migration from Sub-Saharan African
countries

2010 x C4

Nawrotzki et al. Do rainfall deficits predict U.S.-bound migration from rural
Mexico? Evidence from the Mexican census

2013 x C1

Nawrotzki and Bakhtsi-
yarava

International climate migration: evidence for the climate in-
hibitor mechanism and the agricultural pathway

2017 x C1

Ng’ang’a et al. Migration and self-protection against climate change a case
study of Samburu county Kenya

2016 x C1

Noy To leave or not to leave climate change exit and voice on a pa-
cific island

2017 x C3

Oliveira and Pereda The impact of climate change on internal migration in Brazil 2020 x C2
Olper et al. Climate change, agriculture and migration: is there a causal

relationship?
2018 C3

Ouattara and Strobl Hurricane strikes and local migration in U.S. coastal counties 2014 x C2
Owen and Wesselbaum On thresholds in the climate-migration relationship 2020 x C3
Pajaron and Vasquez Weathering the storm weather shocks and international labour

migration from the Philippines
2020 x C2

Pan Protections from natural disasters as local public goods migra-
tion and local adaptations

2020 x C3

Peri and Sasahara The impact of global warming on rural-urban migrations: ev-
idence from global big data

2019 C3

Perkiss and Moerman A dispute in the making: a critical examination of displace-
ment, climate change and the Pacific islands

2018 x C1

Pismennaya et al. Impact of climate change on migration from Vietnam to Russia
as a factor of transformation of geopolitical relations

2015 x C1

Radel et al. Toward a political ecology of migration land labour migration
and climate change in northwestern Nicaragua

2018 x C1

Ragazzi Climate change and migration: a gravity model approach 2012 C4
Rao et al. Managing risk changing aspirations and household dynamics

implications for well-being and adaptation in semiarid Africa
and India

2020 x C1

Reuveny and Moore Does environmental degradation influence migration? Emi-
gration to developed countries in the late 1980s and 1990s

2009 x C4

Robalino et al. The effect of hydro-meteorological emergencies on internal mi-
gration

2015 x C1

Ruiz Do climatic events influence internal migration? Evidence
from Mexico

2017 C4

Ruyssen and Rayp Determinants of intra-regional migration in Sub-Saharan
Africa 1980-2000

2014 x C4

Saldaña-Zorrilla and
Sandberg

Impact of climate-related disasters on human migration in
Mexico: a spatial model

2009 x C2
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Author(s) Title Year Pub Cluster

Sedova and Kalkuhl Who are the climate migrants and where do they go evidence
from rural India

2020 x C3

Simonelli Migration and climate change 2018 x C1
Spencer and Urquhart Hurricane strikes and migration: evidence from storms in

Central America and the Caribbean
2018 x C4

Spitzer et al. International migration responses to natural disasters: evi-
dence from modern Europe’s deadliest earthquake

2020 C2

Suliman Rethinking about civilizations the politics of migration in a
new climate

2016 x C4

Thiede et al. Climate variability and inter-provincial migration in South
America, 1970-2011

2016 x C1

Thiede and Gray Heterogeneous climate effects on human migration in Indone-
sia

2017 x C1

Valsson and Ulfarsson Mega-patterns of global settlement typology and drivers in a
warming world

2012 x C1

Viswanathan and Ku-
mar

Weather, agriculture and rural migration: evidence from state
and district level migration in India

2015 x C1

Waldinger The effects of climate change on internal and international mi-
gration: implications for developing countries

2015 C2

Weinthal et al. Securitizing water climate and migration in Israel, Jordan and
Syria

2015 x C4

Wesselbaum and Aburn Gone with the wind: international migration 2019 x C4
Wyett Escaping a rising tide sea level rise and migration in Kiribati 2014 x C1
Yuan and Zhu Shock and roam migratory responses to natural disasters 2016 x C2
Zhou Climate change health and migration in urban China 2011 x C3
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List of articles

Author(s) Title Year Pub

Cluster 1
Afifi and Warner The impact of environmental degradation on migration

flows across countries
2008 0

Alexeev et al. Weather-related disasters and international migration 2011 0
Backhaus et al. Do climate variations explain bilateral migration? A

gravity model analysis
2015 1

Barassi et al. Climate anomalies and migration between Chinese
provinces 19872015

2018 1

Barrios et al. Climatic change and rural-urban migration the case of
Sub-Saharan Africa

2006 1

Beine and Parsons Climatic factors as determinants of international migra-
tion

2015 1

Beine and Parsons Climatic factors as determinants of international migra-
tion: redux

2017 1

Bettin and Nicolli Does climate change foster emigration from less devel-
oped countries? Evidence from bilateral data

2012 0

Bruckner Economic growth, size of the agricultural sector, and ur-
banization in Africa

2012 1

Cai et al. Climate variability and international migration the im-
portance of the agricultural linkage

2016 1

Cattaneo and Bosetti Climate-induced international migration and conflicts 2017 1
Coniglio and Pesce Climate variability and international migration: an em-

pirical analysis
2015 1

Dallmann and Millock Climate variability and interstate migration in India 2017 1
Damette and Gittard Climate change and migrations: remittances as a buffer? 2017 1
Docquier et al. Emigration and democracy 2016 1
Drabo and Mbaye Climate change, natural disasters and migration: an em-

pirical analysis in developing countries
2011 0

Drabo and Mbaye Natural disasters, migration and education: an empirical
analysis in developing countries

2015 1

Groschl Climate change and the relocation of population 2012 0
Groschl and Steinwachs Do natural hazards cause international migration? 2017 1
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Author(s) Title Year Pub

Hanson and McIntosh Birth rates and border crossings: Latin American migra-
tion to the US, Canada, Spain and the UK

2012 1

Khamis and Li Environment matters: new evidence from Mexican mi-
gration

2020 1

Marchiori et al. The impact of weather anomalies on migration in Sub-
Saharan Africa

2012 1

Maurel and Tuccio Climate instability, urbanisation and international mi-
gration

2016 1

Naudé Conflict, disasters, and no jobs: reasons for international
migration from Sub-Saharan Africa

2008 0

Naudé Natural disasters and international migration from Sub-
Saharan Africa

2009 1

Naudé The determinants of migration from Sub-Saharan
African countries

2010 1

Ragazzi Climate change and migration: a gravity model ap-
proach

2012 0

Reuveny and Moore Does environmental degradation influence migration?
Emigration to developed countries in the late 1980s and
1990s

2009 1

Ruiz Do climatic events influence internal migration? Evi-
dence from mexico

2017 0

Ruyssen and Rayp Determinants of intra-regional migration in Sub-Saharan
Africa 1980-2000

2014 1

Spencer and Urquhart Hurricane strikes and migration: evidence from storms
in central America and the Caribbean

2018 1

Wesselbaum and Aburn Gone with the wind: international migration 2019 1
Cluster 2

Abel et al. Climate, conflict and forced migration 2018 0
Baronchelli and Ricciuti Climate change, rice production, and migration in Viet-

namese households
2018 0

Benonnier et al. Climate change, migration, and irrigation 2019 0
Berlemann and Tran Climate-related hazards and internal migration empiri-

cal evidence for rural Vietnam
2020 1

Bohra-Mishra et al. Nonlinear permanent migration response to climatic
variations but minimal response to disasters

2014 1

Carattini and Veronesi Trust, temperature fluctuations, and asylum applications 2020 0
Cattaneo and Peri The migration response to increasing temperatures 2016 1
Cattaneo and Massetti Does harmful climate increase or decrease migration ev-

idence from rural households in Nigeria
2019 1

Chort and Rupelle Managing the impact of climate change on migration:
evidence from Mexico

2017 0

Chort and De La Ru-
pelle

Managing the impact of climate on migration: evidence
from Mexico

2019 0

Defrance et al. Is migration drought-induced in Mali? An empirical
analysis using panel data on Malian localities over the
1987-2009 period

2020 0

Deuster Climate change, education and mobility in Africa 2019 0
Henderson et al. Has climate change driven urbanization in Africa 2017 1
Hirvonen Temperature changes, household consumption, and in-

ternal migration: evidence from Tanzania
2016 1

Jessoe et al. Climate change and labour allocation in rural Mexico ev-
idence from annual fluctuations in weather

2018 1



Appendix B. Appendix B 127

Author(s) Title Year Pub

Mastrorillo et al. The influence of climate variability on internal migration
flows in south Africa

2016 1

Missirian and Schlenker Asylum applications respond to temperature fluctua-
tions

2017 1

Mueller et al. Temporary migration and climate variation in eastern
Africa

2020 1

Olper et al. Climate change, agriculture and migration: is there a
causal relationship?

2018 0

Peri and Sasahara The impact of global warming on rural-urban migra-
tions: evidence from global big data

2019 0

Sedova and Kalkuhl Who are the climate migrants and where do they go evi-
dence from rural India

2020 1

Cluster 3
Ager et al. How the 1906 San Francisco earthquake shaped eco-

nomic activity in the American west
2020 1

Boustan et al. Moving to higher ground: migration response to natural
disasters in the early twentieth century

2012 1

Boustan et al. The effect of natural disasters on economic activity in US
counties a century of data

2020 1

Chernina Natural shocks and migration decisions: the case of Kyr-
gyzstan

2019 0

Dillon et al. Migratory responses to agricultural risk in northern
Nigeria

2011 1

Fan et al. Does extreme weather drive inter-regional brain drain in
the US: evidence from a sorting model

2016 1

Gignoux and Menéndez Benefit in the wake of disaster long-run effects of earth-
quakes on welfare in rural Indonesia

2016 1

Gröger and Zylberberg Internal labor migration as a shock coping strategy evi-
dence from a typhoon

2016 1

Halliday Migration, risk, and liquidity constraints in El Salvador 2006 1
Halliday Intra-household labor supply, migration, and subsis-

tence constraints in a risky environment: evidence from
rural El Salvador

2012 1

Hornbeck The enduring impact of the American dust bowl: short-
and long-run adjustments to environmental catastrophe

2012 1

Kawawaki Economic analysis of population migration factors
caused by the great east japan earthquake and tsunami

2018 1

Mahajan and Yang Taken by storm: hurricanes, migrant networks, and US
immigration

2020 1

Ouattara and Strobl Hurricane strikes and local migration in US coastal coun-
ties

2014 1

Pajaron and Vasquez Weathering the storm weather shocks and international
labor migration from the Philippines

2020 1

Saldaña-Zorrilla and
Sandberg

Impact of climate-related disasters on human migration
in mexico: a spatial model

2009 1

Spitzer et al. International migration responses to natural disasters:
evidence from modern Europe’s deadliest earthquake

2020 0

Cluster 4
Chen and Flatnes Credit access, migration, and climate change adaptation

in rural Bangladesh
2019 0

Feng et al. Linkages among climate change, crop yields and Mexico-
US cross-border migration

2010 1
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Author(s) Title Year Pub

Goldbach Out-migration from coastal areas in Ghana and
Indonesia-the role of environmental factors

2017 1

Grace et al. Examining rural Sahelian out-migration in the context of
climate change an analysis of the linkages between rain-
fall and out-migration in two Malian villages from 1981
to 2009

2018 1

Gray Environment, land, and rural out-migration in the south-
ern Ecuadorian Andes

2009 1

Gray and Mueller Natural disasters and population mobility in Bangladesh 2012 1
Gray and Mueller Drought and population mobility in rural Ethiopia 2012 1
Gray and Bilsborrow Environmental influences on human migration in rural

Ecuador
2013 1

Gray and Wise Country-specific effects of climate variability on human
migration

2016 1

Henry et al. Modelling inter-provincial migration in Burkina Faso,
west Africa: the role of socio-demographic and environ-
mental factors

2003 1

Henry et al. The impact of rainfall on the first out-migration: a multi-
level event-history analysis in Burkina Faso

2004 1

Hunter et al. Rainfall patterns and u.s. Migration from rural Mexico 2013 1
Jennings and Gray Climate variability and human migration in the Nether-

lands, 18651937
2015 1

Joseph and Wodon Is internal migration in Yemen driven by climate or
socio-economic factors?

2013 1

Joseph et al. Is climate change likely to lead to higher net internal mi-
gration? The republic of Yemen’s case

2014 0

Koubi et al. The role of environmental perceptions in migration
decision-making: evidence from both migrants and non-
migrants in five developing countries

2016 1

Koubi et al. Environmental stressors and migration evidence from
Vietnam

2016 1

Lewin et al. Do rainfall conditions push or pull rural migrants evi-
dence from Malawi

2012 1

Marchiori et al. Is environmentally induced income variability a driver
of human migration?

2017 1

Mueller et al. Heat stress increases long-term human migration in rural
Pakistan

2014 1

Nawrotzki et al. Do rainfall deficits predict u.s.-bound migration from ru-
ral Mexico? Evidence from the Mexican census

2013 1

Nawrotzki and Bakhtsi-
yarava

International climate migration: evidence for the climate
inhibitor mechanism and the agricultural pathway

2017 1

Robalino et al. The effect of hydro-meteorological emergencies on inter-
nal migration

2015 1

Thiede et al. Climate variability and inter-provincial migration in
south America, 19702011

2016 1

Thiede and Gray Heterogeneous climate effects on human migration in In-
donesia

2017 1

Viswanathan and Ku-
mar

Weather, agriculture and rural migration: evidence from
state and district level migration in India

2015 1

Slow-onset events
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Table B.2 shows the results of the MRA on evidence of the impact of slow-onset
events for the entire sample (1) and separately cluster by cluster (columns 2-5). All
covariates are included in this specification.

TABLE B.2: MRA Results for slow-onset events

(1) (2) (3) (4) (5)
All Cluster 1 Cluster 2 Cluster 3 Cluster 4

Standard Error (FAT): β̂1 -0.086 -5.654∗∗ -29.959∗∗∗ -0.006 -0.591∗
(0.208) (2.182) (0.264) (0.679) (0.341)

Constant (PET): β̂0 -0.012 -2.043∗∗ 0.321∗∗∗ -0.028 0.120∗∗∗
(0.013) (0.822) (0.002) (0.031) (0.027)

Precipitation measures
- levels -0.000 0.000∗∗∗ -0.006∗∗∗ -0.022∗∗

(0.000) (0.000) (0.002) (0.008)
- deviation -0.000 0.000∗∗∗ -0.007∗∗ -0.001

(0.000) (0.000) (0.003) (0.006)
- anomaly -0.003 0.003∗∗∗ -0.000 -0.012

(0.003) (0.001) (0.004) (0.008)
Time lag -0.000∗ -0.000∗∗∗ -0.001 0.001

(0.000) (0.000) (0.001) (0.001)
Temperature measures
- levels 0.000 0.000∗∗∗ 0.000∗∗∗ -0.000 -0.020∗∗

(0.000) (0.000) (0.000) (0.003) (0.008)
- deviation 0.000 0.000∗∗∗ 0.001 -0.005

(0.000) (0.000) (0.004) (0.006)
- anomaly -0.003 -0.004∗∗ -0.013∗∗∗ -0.006

(0.004) (0.002) (0.004) (0.006)
Time lag -0.000∗∗∗ -0.000∗∗∗ 0.021∗∗∗ -0.001 -0.000

(0.000) (0.000) (0.000) (0.001) (0.000)
Soil Degradation -0.003 0.010∗∗∗ -0.067∗∗∗ -0.001

(0.011) (0.003) (0.006) (0.015)

Corridor
- Internal 0.008 0.003∗∗ -0.004 0.012∗

(0.005) (0.001) (0.010) (0.006)
- International 0.005 0.001 -0.004 -0.016

(0.005) (0.001) (0.010) (0.010)
- Urbanization 0.008 0.003∗∗ 0.006

(0.005) (0.001) (0.010)
Measurement
- Flows -0.024∗∗∗ 1.946∗∗ -0.024 -0.004

(0.008) (0.715) (0.021) (0.026)
- Stock -0.000

(0.011)
Region of origin
- Africa -0.004 0.294∗ -0.028∗∗∗ -0.007

(0.004) (0.147) (0.009) (0.006)
- Asia 0.005 0.290∗ -0.003 -0.003∗
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TABLE B.2: MRA Results for slow-onset events

(1) (2) (3) (4) (5)
All Cluster 1 Cluster 2 Cluster 3 Cluster 4

(0.004) (0.147) (0.027) (0.002)
- Europe 0.025∗∗ 0.035∗

(0.011) (0.018)
- LAC -0.008 0.349∗ 0.133∗∗ -0.017∗∗

(0.007) (0.180) (0.059) (0.008)
- MENA -0.018 0.327∗ 0.016

(0.024) (0.168) (0.010)
- North America -0.026∗ -0.299∗∗∗

(0.013) (0.002)
Destination
- High income -0.000 -0.000∗∗ -0.059∗∗∗ -0.004

(0.000) (0.000) (0.018) (0.003)
- Upper-middle income -0.000 -0.000∗∗∗ -0.059∗∗∗ 0.002∗

(0.000) (0.000) (0.018) (0.001)
- Lower-middle income 0.000 0.000∗∗∗ 0.003∗∗∗ -0.006

(0.000) (0.000) (0.000) (0.025)
- Low income -0.002 0.001 0.054 -0.003∗

(0.003) (0.010) (0.049) (0.002)

Paper features
- Preferred specification -0.001 -0.006 -0.003 0.000

(0.001) (0.006) (0.003) (0.001)
- Published articles 0.001 -0.110∗ 0.013 -0.005

(0.005) (0.055) (0.021) (0.009)
- Publication Impact-factor -0.000 0.025∗ -0.000 -0.002

(0.000) (0.013) (0.000) (0.006)

Sample features
Time span -0.000 -0.002 0.011∗∗∗ -0.001 -0.000

(0.000) (0.003) (0.000) (0.001) (0.001)
Source of data
- Census 0.019∗∗∗ -0.801∗∗ -0.085∗∗∗

(0.007) (0.303) (0.023)
- Official statistics -0.079∗ -0.012

(0.042) (0.008)
- Research data -0.006 -0.140∗∗∗ -0.014

(0.005) (0.015) (0.030)
- Survey 0.004 -0.359∗∗∗

(0.007) (0.088)
Unit of analysis
- Household -0.002 1.766∗∗∗ 0.046

(0.012) (0.608) (0.029)
- Individual -0.014 1.457∗∗∗ -0.009

(0.013) (0.482) (0.021)
- Country level 0.012∗ -0.556 0.126 -0.072∗∗

(0.007) (0.327) (0.076) (0.030)

Estimation:
- Panel 0.021∗∗ 0.083 0.055∗
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TABLE B.2: MRA Results for slow-onset events

(1) (2) (3) (4) (5)
All Cluster 1 Cluster 2 Cluster 3 Cluster 4

(0.009) (0.064) (0.031)
- Poisson 0.002 0.134∗∗∗ -0.002

(0.006) (0.034) (0.014)
- OLS and ML 0.007 0.920∗∗ 0.007 0.015

(0.007) (0.406) (0.011) (0.012)
- IV 0.040∗∗∗ 0.700∗∗ 0.035∗∗∗

(0.011) (0.295) (0.010)
- Logit -0.005 0.883∗∗ 0.017∗∗∗

(0.008) (0.409) (0.000)

Controls:
- Slow and fast included 0.000 0.005 -0.046∗∗∗ 0.009

(0.002) (0.006) (0.008) (0.007)
- Income 0.006∗∗ 0.159∗ 0.018 0.000

(0.003) (0.091) (0.014) (0.002)
- Conflict -0.001 0.181∗∗ -0.003 0.003

(0.005) (0.079) (0.003) (0.008)
- Political stability 0.005 -0.075∗ -0.008 0.007

(0.006) (0.039) (0.008) (0.007)
- Population 0.006 0.162∗ 0.024 0.010

(0.004) (0.081) (0.019) (0.007)
- Diaspora -0.003 -0.222∗ -0.000

(0.004) (0.110) (0.002)
- Past migration -0.002 -0.203∗∗ 0.007∗∗∗ 0.000

(0.003) (0.095) (0.000) (0.000)
- Poverty 0.007 0.034 0.001 -0.018∗

(0.005) (0.037) (0.009) (0.010)
- Culture -0.002 0.467∗ 0.003 -0.003

(0.003) (0.237) (0.008) (0.003)
- Geography 0.002 -0.160∗∗ -0.002 -0.003

(0.003) (0.066) (0.007) (0.003)
- Agriculture 0.004∗∗ -0.546∗∗ 0.004∗∗∗ -0.013 0.001

(0.002) (0.262) (0.000) (0.013) (0.001)
- Labour 0.002 -0.009 -0.030 0.005

(0.004) (0.018) (0.022) (0.019)
- Urban -0.016∗∗∗ 0.377∗ -0.021∗∗∗ 0.001

(0.005) (0.184) (0.006) (0.017)
- International aids -0.029∗∗∗ -0.044∗∗∗

(0.010) (0.009)

Interacted terms (channels):
- Agriculture 0.000 -0.009 -0.055∗∗∗ -0.001 0.003∗

(0.001) (0.016) (0.000) (0.002) (0.001)
- International aid 0.022 -0.001∗∗∗ 0.034∗∗∗

(0.014) (0.000) (0.001)
- Culture -0.005∗ -0.007∗∗∗

(0.003) (0.002)
- Destination 0.004 0.163∗∗ -0.008

(0.004) (0.075) (0.007)
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TABLE B.2: MRA Results for slow-onset events

(1) (2) (3) (4) (5)
All Cluster 1 Cluster 2 Cluster 3 Cluster 4

- Poverty -0.025 -0.077∗∗∗ 0.094
(0.021) (0.008) (0.087)

- Income and agriculture 0.019∗∗∗ 0.027∗∗∗
(0.007) (0.003)

- Education -0.000∗∗∗ -0.000∗∗∗ -0.001
(0.000) (0.000) (0.002)

- Environment -0.000∗∗∗ -0.000∗∗∗ 0.004∗∗ 0.000
(0.000) (0.000) (0.001) (0.001)

- Geography -0.004 -0.001 -0.002
(0.003) (0.005) (0.002)

- Income -0.041 -0.004∗∗ -0.028∗∗ -0.063
(0.028) (0.001) (0.013) (0.042)

- Origin -0.000 -0.000∗∗∗ -0.059∗∗∗ -0.018∗
(0.000) (0.000) (0.009) (0.009)

- Past migration -0.010∗∗∗ -0.008∗∗∗
(0.003) (0.002)

- Political stability -0.045∗∗∗ -0.002 -0.046∗∗∗
(0.008) (0.001) (0.005)

- Population -0.013 -0.025
(0.010) (0.019)

- Urban 0.012∗ 0.021∗∗∗
(0.006) (0.001)

PEESE Correction: β0 -0.013 -1.992∗∗ 0.060∗∗∗ -0.027 0.115∗∗∗
(0.012) (0.710) (0.000) (0.027) (0.030)

N 3897 932 100 1814 1051

Note: Controls are grouped by paper features, dependent variable, independent variable, sample
and regression characteristics. PCC precision square weights (1/se2

i ); robust standard errors clus-
tered by study in parentheses; 95% confidence intervals in brackets; ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗

p < 0.01.

Fast-onset events
Table B.3 shows the results of the MRA on evidence of the impact of fast-onset

events for the entire sample (1) and separately cluster by cluster (columns 2-5). All
covariates are included in this specification.

TABLE B.3: MRA Results for fast-onset events

(1) (2) (3) (4) (5)
All Cluster 1 Cluster 2 Cluster 3 Cluster 4

Constant (PET): β̂0 0.056 -0.058 -0.092∗∗∗ 0.066∗∗ 0.355∗
(0.053) (0.053) (0.020) (0.022) (0.197)



Appendix B. Appendix B 133

TABLE B.3: MRA Results for fast-onset events

(1) (2) (3) (4) (5)
All Cluster 1 Cluster 2 Cluster 3 Cluster 4

Standard Error (FAT): β̂1 0.467 -4.517 -0.116 6.412∗∗∗ -0.098
(0.420) (3.508) (0.094) (0.972) (1.965)

Paper features
- Preferred specification -0.005 -0.006 0.001 0.001∗∗∗ -0.005

(0.004) (0.009) (0.001) (0.000) (0.004)
- Published articles 0.008 2.164∗∗∗ 0.075∗∗∗ 0.076

(0.010) (0.210) (0.007) (0.082)
- Publication Impact-factor 0.004 0.057∗∗ -0.484∗∗∗ -0.064∗∗∗ 0.025

(0.003) (0.020) (0.024) (0.003) (0.036)

Type of event
- Geophysical 0.006 -0.055∗∗∗ -0.030∗∗∗ -0.001

(0.006) (0.003) (0.000) (0.006)
- Meteorological 0.006 0.003∗∗ -0.063∗∗∗ -0.069∗∗∗ 0.005

(0.006) (0.001) (0.006) (0.000) (0.007)
- Hydrogeological 0.012∗ 0.008∗∗∗ -0.054∗∗∗ -0.032∗∗∗ 0.008

(0.007) (0.003) (0.002) (0.000) (0.007)
- Climatological 0.004 0.003 -0.065∗∗∗ 0.001

(0.006) (0.002) (0.007) (0.007)
- Multiple disasters -0.007 0.020∗∗∗ -0.001

(0.006) (0.005) (0.008)
Time lag 0.000 -0.004 0.002∗∗∗ -0.000 0.003∗∗

(0.001) (0.004) (0.000) (0.003) (0.001)
Measurement
- Frequency 0.005 0.042∗∗∗ -0.023∗∗∗ 0.000

(0.006) (0.005) (0.000) (0.006)
- Intensity 0.008 -0.002∗ -0.984∗∗∗ -0.063∗∗∗ -0.032

(0.010) (0.001) (0.073) (0.000) (0.051)
- Occurrence 0.000 0.001 0.024∗∗∗ -0.013

(0.007) (0.002) (0.001) (0.039)
- Duration 0.005 1.033∗∗∗ -0.007

(0.018) (0.256) (0.054)

Corridor
- Internal 0.013∗ -0.000 0.001 0.041∗ -0.020

(0.007) (0.001) (0.001) (0.017) (0.019)
- International 0.004 0.004∗∗∗ 0.039∗ 0.013

(0.005) (0.000) (0.018) (0.054)
- Urbanization 0.010 0.003∗∗∗

(0.012) (0.001)
Measurement
- Flows -0.031 0.531∗∗∗ 0.101 -0.122∗∗∗ -0.324∗∗∗

(0.031) (0.111) (0.090) (0.029) (0.096)
- Stock -0.034 -0.087∗∗∗ -0.336∗∗∗

(0.028) (0.012) (0.091)
Region of Origin
- Africa -0.019 -0.047 -0.006

(0.013) (0.038) (0.004)
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TABLE B.3: MRA Results for fast-onset events

(1) (2) (3) (4) (5)
All Cluster 1 Cluster 2 Cluster 3 Cluster 4

- Asia 0.000 -0.044 0.077 -0.002
(0.007) (0.039) (0.114) (0.003)

- Europe 0.001 -0.010
(0.016) (0.011)

- LAC 0.015 -0.278 0.063∗∗∗ 0.000
(0.020) (0.223) (0.010) (0.013)

- MENA -0.003 -0.007∗
(0.007) (0.004)

- North America -0.050 -1.502∗∗∗
(0.032) (0.158)

Destination
- High income 0.001 -0.001 -0.000 -0.003

(0.003) (0.001) (0.001) (0.002)
- Upper-middle income 0.003 -0.082 -0.003∗∗ -0.000

(0.005) (0.060) (0.001) (0.004)
- Lower-middle income 0.001 -0.003∗∗∗ -0.002∗∗∗ 0.021∗∗∗ -0.022∗∗∗

(0.007) (0.001) (0.000) (0.000) (0.003)
- Low income -0.002 -0.000 0.001

(0.003) (0.029) (0.001)

Sample
Time span 0.000∗∗ 0.017∗∗∗ 0.030∗∗∗ -0.001∗ -0.000

(0.000) (0.003) (0.005) (0.000) (0.000)
Source of data
- Census 0.014 -0.004∗∗∗ -0.003

(0.013) (0.000) (0.201)
- Official statistics 0.002 0.002∗∗∗ 0.174

(0.001) (0.000) (0.169)
- Research data -0.004 0.317 -2.108∗∗∗

(0.011) (0.185) (0.230)
- Survey 0.022 0.009 -2.208∗∗∗ -0.142∗∗∗

(0.015) (0.021) (0.112) (0.032)
Unit of analysis
- Household -0.024 -0.523∗∗∗ 0.294∗∗∗ 0.757∗∗∗

(0.021) (0.138) (0.054) (0.068)
- Individual -0.046 0.126∗∗∗

(0.038) (0.036)
- Country level 0.002 -0.092∗∗ -0.278

(0.013) (0.025) (0.163)

Estimation
- Panel -0.042∗∗∗ -1.331∗∗∗ 0.816∗∗∗ -0.088∗∗∗

(0.010) (0.347) (0.051) (0.031)
- Poisson -0.008 0.045

(0.014) (0.026)
- OLS and ML -0.033 -0.006∗∗∗ 0.000 0.003∗∗∗ 0.054∗

(0.021) (0.000) (0.000) (0.000) (0.030)
- IV -0.091∗∗ 0.856∗∗∗ 0.044
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TABLE B.3: MRA Results for fast-onset events

(1) (2) (3) (4) (5)
All Cluster 1 Cluster 2 Cluster 3 Cluster 4

(0.043) (0.063) (0.040)
- Logit -0.048 0.024∗∗∗ 0.007

(0.032) (0.007) (0.093)

Controls
- Slow and fast included -0.026∗ -0.024 -0.105∗∗∗ -0.007

(0.015) (0.017) (0.001) (0.008)
- Income 0.002 -0.016 0.008∗∗∗ -0.009∗∗∗ 0.158

(0.006) (0.022) (0.000) (0.001) (0.107)
- Conflict 0.025∗∗ -0.081

(0.010) (0.052)
- Political stability 0.017∗∗ 0.067 0.002∗∗∗ 0.111∗∗∗

(0.008) (0.053) (0.000) (0.038)
- Population 0.014 0.708∗∗∗ 0.001 0.008∗∗∗ -0.057

(0.009) (0.200) (0.001) (0.001) (0.051)
- Diaspora -0.047∗∗ -0.666∗∗∗ -0.043∗∗∗ -0.020

(0.019) (0.199) (0.001) (0.034)
- Past migration 0.014 0.019∗∗ 0.000 -0.112

(0.011) (0.007) (0.001) (0.073)
- Poverty -0.022 -0.053 -0.001∗∗ 0.071

(0.015) (0.043) (0.000) (0.083)
- Culture -0.006 0.372∗∗ 1.208∗∗∗ -0.010

(0.006) (0.144) (0.131) (0.008)
- Geography 0.011 -0.082∗∗∗ -0.006∗∗∗ 0.006

(0.008) (0.010) (0.000) (0.007)
- Agriculture 0.004∗ -0.022 0.002∗ 0.008∗∗∗ -0.001

(0.002) (0.060) (0.001) (0.002) (0.002)
- Labour 0.005 0.013 -0.002 -0.091∗∗∗

(0.004) (0.017) (0.002) (0.031)
- Urban 0.024 0.078 -0.017∗∗ 0.000

(0.028) (0.083) (0.005) (0.038)
- International aids -0.001 -0.001∗∗∗ -0.029∗∗∗ 0.092∗

(0.008) (0.000) (0.004) (0.046)
- Education -0.011 -0.006 -0.000 -0.000 -0.013

(0.009) (0.029) (0.004) (0.003) (0.021)

Interacted terms (channels)
- Agriculture 0.004∗∗ -0.001 0.007∗∗ -0.005∗∗∗ -0.014

(0.002) (0.003) (0.003) (0.001) (0.018)
- International aid -0.036∗∗∗ -0.034∗∗∗ -0.040∗∗∗

(0.007) (0.000) (0.007)
- Culture 0.034∗∗∗ 0.009 0.037∗∗∗

(0.006) (0.006) (0.002)
- Destination -0.016 -0.033∗∗∗ 0.048

(0.017) (0.004) (0.049)
- Diaspora 0.001 0.004∗∗

(0.003) (0.001)
- Poverty 0.002 0.003∗∗∗ 0.008∗∗∗ -0.043

(0.004) (0.001) (0.000) (0.044)
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TABLE B.3: MRA Results for fast-onset events

(1) (2) (3) (4) (5)
All Cluster 1 Cluster 2 Cluster 3 Cluster 4

- Education 0.018 0.027∗∗∗
(0.015) (0.006)

- Environment -0.010 0.016∗∗∗
(0.019) (0.004)

- Geography -0.002 0.024∗∗∗ -0.002
(0.009) (0.001) (0.009)

- Income 0.002 -0.005∗∗∗ 0.010∗∗∗ -0.016∗∗
(0.007) (0.000) (0.001) (0.007)

- Origin -0.023∗∗ -0.018∗∗∗
(0.009) (0.006)

- Past migration 0.011 0.008 0.020∗∗∗
(0.008) (0.006) (0.000)

- Political stability -0.017∗∗ -0.000∗∗∗
(0.008) (0.000)

- Population 0.000 -0.001
(0.002) (0.002)

- Urban 0.012 0.038∗∗∗ -0.284∗∗∗
(0.022) (0.000) (0.089)

PEESE Correction: β0 0.062 -0.101∗∗∗ 0.850∗∗∗ 0.133∗∗∗ 0.495∗∗∗

N 2062 176 789 409 688

Note: Controls are grouped by paper features, dependent variable, independent variable, sample
and regression characteristics. PCC precision square weights (1/se2

i ); robust standard errors clus-
tered by study in parentheses; 95% confidence intervals in brackets; ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗

p < 0.01.
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Appendix C

Additional centralisation measures

1990-95 1995-00 2000-05 2005-10 2010-15 2015-20

N. of nodes 163 185 185 186 186 186
N. of edges 9012 11 394 11 553 11 667 11 394 11 109

Out-degree centralisation 0.436 0.426 0.416 0.429 0.453 0.493
In-degree centralisation 0.578 0.611 0.628 0.601 0.609 0.607
Closeness centralisation 0.548 0.589 0.575 0.555 0.576 0.591
Betweenness centralisation 0.051 0.054 0.041 0.034 0.053 0.043

Minimal spanning tree
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FIGURE C.1: Minimum spanning tree of WMN
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2015 − 2020

Note: Minimal spanning tree of the undirected weighted migration network. Size of nodes represents per capita
GDP (World Bank’s World Development Indicators), each continent is assigned to a colour: red (Africa), orange
(Americas), yellow (Asia), light blue (Europe) and darker blue (Oceania). Each node has only one edge. Edge
size is proportional to the bilateral flow between the two nodes. Fruchterman-Reingold algorithm used for forced
layout.
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EMDAT dataset
TABLE C.1: Classification of natural hazards

Category Definition Type of hazard

Geophysical Hazard originating from solid earth
Earthquake

Mass movement (rock fall,
landslide)

Volcanic activity.

Meteorological
Hazard caused by short-lived extreme weather and
atmospheric conditions that last form minutes to days

Storm (tropical and extra-
tropical storm, convective
storm)

Extreme temperature (cold
wave, heat wave, severe
winter)

Fog

Hydrological
Hazard caused by the occurrence, movement, and
distribution of water

Flood

Landslide (wet)

Wave action

Climatological
Hazard caused by atmospheric processed ranging
from intra-seasonal to multi-decadal climate
variability

Drought

Glacial lake

Wildfire

Others
Hazard caused by other causes, such as exposure to
toxic substances, vector-borne diseases carried by
living organisms, impact of extraterrestrial objects

Epidemics

Insect infection

Miscellaneous*

Note: Classification made within the framework of the EM-DAT (Emergency Events Database) developed by the Cen-

tre for Research on the Epidemiology of Disasters (CRED). https://www.emdat.be/classification

*This category includes biological and extraterrestrial events which, however, are marginally covered by the litera-

ture in a small number of contributions.

https://www.emdat.be/classification
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FIGURE C.2: Community detection and minimal spanning tree

Note: Map of migration flows from Abel and Cohen (2019b), estimates according to closed demographic account-
ing methodology by to Abel (2018). Thickness and transparency of edges (lines) show the size of flows (all flows
are included). Size of nodes (points) captures the size of population in the country. The colour of each point scales
the frequency of natural disasters in each country (data from EM-DAT, n.d.).
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FIGURE C.3: Community detection and minimal spanning tree

Note: Map of migration flows from Abel and Cohen (2019b), estimates according to closed demographic account-
ing methodology by to Abel (2018). Thickness and transparency of edges (lines) show the size of flows (all flows
are included). Size of nodes (points) captures the size of population in the country. The colour of each point scales
the frequency of natural disasters in each country (data from EM-DAT, n.d.).
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FIGURE C.4: Map of occurrence of natural disasters and MSTs

Note: WMNs for periods 1990-95, 1995-00, 2000-05, 2005-10, 2010-15, 2015-20. Data of migration flows issued from
Abel and Cohen (2019b), estimates of flows according to closed demographic accounting methodology (Abel, 2018)
and represented in links between countries. Displayed links correspond to the edges included in the MST. The size
of nodes is proportional to migration flows. Each country is coloured according to frequency of natural disasters
(in logs). Data are retrieved from EM-DAT.
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FIGURE C.5: Minimal spanning tree of WMNs
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2015 − 2020

Note: Minimal spanning tree of the undirected weighted migration network. Each continent is assigned to a
colour a community detected in WMNs for periods 1990-95, 1995-00, 2000-05, 2005-10, 2010-15, 2015-20. Data
of migration flows issued from Abel and Cohen (2019b), estimates of flows according to closed demographic
accounting methodology (Abel, 2018).Node size is proportional to to the number of natural disasters occurred in
the country-node in the corresponding period. Data are retrieved from EM-DAT. Fruchterman-Reingold algorithm
used for forced layout.
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Alternative measures of flow

Abel and Cohen (2019a) provide different methods of estimation of flows, re-
porting strategies that have been used in literature and suggesting new estimation
methods.

1. Stock differencing: mainly takes the difference between two round of obser-
vations of migrant stocks (Stockij,to − Stockij,t−1). Two different strategies have
been adopted to deal with the case in which the difference results in negative
values, which would not have any meaning.

(a) Drop negative: whenever the difference between two successive stocks is
negative, the value of resulting flows is set to zero.

(b) Reverse negative: negative flows resulting from the difference between
two successive stocks are considered as return migration and reported to
the inverse flow (Mij → Mji) (this strategy has been used in Beine and
Parsons, 2015)

2. Demographic accounting: includes three methods of estimation. At the ba-
sis, this methodology rearranges the tables of bilateral stock into an array of
birthplace-specific migration flow data and control for changes in births and
deaths of countries’ population (including natives and migrants) in migrant
stocks over the unit interval. Each migrant stock at the beginning of the period
is adjusted by the number of deaths; migrant stocks at the end are adjusted by
the number of births.

(a) Open demographic accounting by minimisation: people can move to or
from countries beyond the set of those in the input bilateral migrant stock
tables Abel (2013)
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(b) Closed demographic accounting by minimisation: people either move, do
not move, are born or die in the same set of countries Abel (2018)

(c) Closed pseudo-Bayesian demographic accounting: migration flows are a
weighted average of the estimates of minimum migration flows and an
independent log-linear model estimates (estimated without the terms for
diagonal cells) Azose and Raftery (2019)

Abel and Cohen (2019a) show that the best performer estimations of migratory
flows are the two closed demographic accounting approaches. The main analysis
will make use of Abel (2018)’s estimated flows. Robustness checks with other meth-
ods of derivation of flows are presented in table D.2.

Table D.1 shows summary statistics by continent.

TABLE D.2: Comparison of flow estimation strategies

Abel, 2018 Azose and Raftery, 2019 Abel, 2013 Beine and Parsons, 2015
Model: (1) (2) (3) (4)

Variables
ln(Distance) -1.37∗∗∗ -1.36∗∗∗ -1.54∗∗∗ -1.56∗∗∗

(0.073) (0.073) (0.082) (0.079)
Border 0.668∗∗∗ 0.707∗∗∗ 0.624∗∗∗ 0.642∗∗∗

(0.155) (0.159) (0.168) (0.175)
Colony 0.838∗∗∗ 1.05∗∗∗ 0.879∗∗∗ 0.723∗∗∗

(0.170) (0.162) (0.168) (0.207)
Language 0.880∗∗∗ 0.733∗∗∗ 0.856∗∗∗ 0.742∗∗∗

(0.144) (0.148) (0.137) (0.146)
RGL

ij -0.191 -1.17 -0.355 -0.259

(0.234) (0.212) (0.316) (0.312)

Fixed-effects
Origin Yes Yes Yes Yes
Destination Yes Yes Yes Yes

Fit statistics
Observations 30,453 31,862 29,758 31,862
Pseudo R2 0.80153 0.76772 0.81299 0.79587

Clustered (Country pairs) standard-errors in parentheses
Signif. Codes: ***: 0.01, **: 0.05, *: 0.1
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TABLE D.1: Descriptives of migration flows 2015-2020 by continent

Africa Americas Asia Europe Oceania

N. of countries 53 33 46 37 10
Sender countries 52 33 44 37 10
Receiver countries 51 33 45 37 8

Total number of migrants
N. of emigrants (sender) in millions 5.4 8.5 16.9 6.7 0.5
N. of immigrants (receiver) in millions 3.1 11.8 8.5 13.4 1.3

% of world migration accounted by continent
as sender 14.17 22.31 44.42 17.71 1.39
as receiver 8.02 30.97 22.28 35.31 3.42

% of flows intra-continental over total flows by continent 88.81 56.11 88.28 39.60 12.06
% of flows inter-continental over total flows by continent 11.19 43.89 11.72 60.40 87.94

% of outflows by sub-region over world total (and continent)

Northern Africa 3.07
(21.68)

Sub-Saharan Africa 11.1
(78.32)

Latin America and the Caribbean 19.6
(87.91)

Northern America 2.7
(12.09)

Central Asia 1.43
(3.23)

Eastern Asia 4.77
(10.75)

South-eastern Asia 7.29
(16.42)

Southern Asia 20.5
(46.24)

Western Asia 10.4
(23.36)

Eastern Europe 5.09
(28.77)

Northern Europe 2.58
(14.58)

Southern Europe 4.96
(28.00)

Western Europe 5.07
(28.65)

Australia and New Zealand 1.2
(86.47)

Pacific Islands 0.19
(13.53)

% of inflows by sub-region over world total (and continent)

Northern Africa 0.76
(9.52)

Sub-Saharan Africa 7.25
(90.48)

Latin America and the Caribbean 14.0
(45.34)

Northern America 16.9
(54.66)

Central Asia 0.7
(3.14)

Eastern Asia 2.33
(10.47)

South-eastern Asia 2.61
(11.74)

Southern Asia 3.55
(15.92)

Western Asia 13.1
(58.73)

Eastern Europe 6.65
(18.82)

Northern Europe 6.93
(19.62)

Southern Europe 6.66
(18.87)

Western Europe 15.1
(42.69)

Australia and New Zealand 3.41
(99.67)

Pacific Islands 0.01
(0.33)

Note: Elaboration of last round of data (2015-2020) on migration flows from Abel and Cohen (2019a). Estimates of
flows according to closed demographic accounting methodology according to Abel (2018).
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Alternative measures of distance

As robustness checks, few measures of distance (or similarity) have been tested.

• Euclidean distance is the absolute value of the difference between two indices of
risk, namely risk level in country i and the one in country j, in absolute value.

Red
ij = |Ri − Rj|

• Squared differences are expressed as

Rsd
ij = (Ri − Rj)

2

.

• Weighted squared differences is an index similar to the previous but weighted by
the mean of the distance between all possible alternatives

Rwsd
ij =

(Ri − Rj)
2

∑k
1
n (Ri − Rk)2

• Grubel-Lloyd index is expressed as

RGL
ij = 1 −

|Ri − Rj|
Ri + Rj

• Helpman similarity index expressed as

RH
ij = 1 −

(
Ri

Ri + Rj

)2

−
(

Rj

Ri + Rj

)2

The higher the index, the more similar the risk in the two countries is.
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TABLE D.3: Alternative measures of distance between risk indices

Dependent
Variable:

Mij

Model: (1) (2) (3) (4) (5)

Variables
ln(Distance) -1.34∗∗∗ -1.35∗∗∗ -1.35∗∗∗ -1.37∗∗∗ -1.37∗∗∗

(0.071) (0.071) (0.071) (0.074) (0.073)
Border 0.656∗∗∗ 0.657∗∗∗ 0.657∗∗∗ 0.666∗∗∗ 0.668∗∗∗

(0.155) (0.154) (0.154) (0.155) (0.155)
Colony 0.840∗∗∗ 0.847∗∗∗ 0.846∗∗∗ 0.841∗∗∗ 0.838∗∗∗

(0.169) (0.166) (0.166) (0.170) (0.170)
Language 0.905∗∗∗ 0.890∗∗∗ 0.890∗∗∗ 0.881∗∗∗ 0.880∗∗∗

(0.148) (0.144) (0.144) (0.144) (0.144)
Red

ij -0.029

(0.054)
Rsd

ij -0.007

(0.013)
Rwsd

ij -0.007

(0.013)
RH

ij -0.373

(0.444)
RGL

ij -0.191

(0.234)

Fixed-effects
Origin Yes Yes Yes Yes Yes
Destination Yes Yes Yes Yes Yes

Fit statistics
Observations 29,976 30,453 30,453 30,453 30,453
Pseudo R2 0.80208 0.80146 0.80147 0.80153 0.80153

Clustered (Country pairs) standard-errors in parentheses
Signif. Codes: ***: 0.01, **: 0.05, *: 0.1

Comparison between unidirectional FEs and second-stage
estimation
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TABLE D.4: Comparison between table 4.5-4.6 and 4.9

Origin Destination

Dependent Variables: FEi Mij FEj Mij

Model: OLS Poisson OLS Poisson

R 1.441∗∗∗ 1.490∗∗∗ -0.5571∗∗ -0.6861∗∗∗
(0.2196) (0.1350) (0.2143) (0.0773)

HA 1.588∗∗∗ 1.612∗∗∗ 0.2034 0.0565
(0.1591) (0.0922) (0.1748) (0.1170)

HA.NAT 1.627∗∗∗ 2.147∗∗∗ 0.6388∗ 0.4909∗∗∗
(0.2685) (0.2162) (0.3432) (0.1458)

HA.HUM 0.3069∗∗∗ 0.2929∗∗∗ -0.0969 -0.0891∗∗
(0.0712) (0.0429) (0.1038) (0.0445)

VU 0.7466∗∗∗ 0.8508∗∗∗ -0.6104∗∗∗ -0.5395∗∗∗
(0.1996) (0.1098) (0.2005) (0.1025)

VU.SEV 0.3060∗∗ 0.2204∗∗∗ -0.8257∗∗∗ -0.8248∗∗∗
(0.1458) (0.0616) (0.1749) (0.0566)

VU.VGR 0.4588∗∗∗ 0.6692∗∗∗ 0.4101 0.4985∗∗∗
(0.1714) (0.0855) (0.2562) (0.1429)

CC 0.8326∗∗∗ 0.7394∗∗∗ -1.369∗∗∗ -1.502∗∗∗
(0.2466) (0.1359) (0.2840) (0.1129)

CC.INS -0.3155 -0.0935 -0.9616 -0.6636∗∗∗
(0.5305) (0.3775) (0.6104) (0.2142)

CC.INF 0.8089∗∗∗ 0.6464∗∗∗ -0.4652 -0.7864∗∗∗
(0.3076) (0.2073) (0.3022) (0.1689)

Fixed-effects
Destination Yes
Origin Yes

Fit statistics
Observations 179 30,972 179 31,328

Heteroskedasticity-robust standard-errors in parentheses
Signif. Codes: ***: 0.01, **: 0.05, *: 0.1
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