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ABSTRACT Person re-identification (re-ID) is currently a notably topic in the computer vision and pattern
recognition communities. However, most of the existing works on re-ID have been designed for closed
world scenarios, rather than more realistic open world scenarios, limiting the practical application of
these re-ID techniques. In a common real-world application, a watch-list of known people is given as the
gallery/target set for searching through a large volume of videos where the people on the watch-list are likely
to return. This aspect is fundamental in retail for understanding how customers schedule their shopping. The
identification of regular and occasional customers allows to define temporal purchasing profiles, which can
put in correlation the customers’ temporal habits with other information such as the amount of expenditure
and number of purchased items. This paper presents the first attempt to solve a more realistic re-ID setting,
designed to face these important issues called Top-View Open-World (TVOW) person re-id. The approach is
based on a pretrained Deep Convolutional neural Network (DCNN), finetuned on a dataset acquired by using
a top-view configuration. A special loss function called triplet loss was used to train the network. The triplet
loss optimizes the embedding space such that data points with the same identity are closer to each other than
those with different identities. The TVOW is evaluated on the TVPR2 dataset for people re-ID that is publicly
available. The experimental results show that the proposed methods significantly outperform all competitive
state-of-the-art methods, bringing to different and significative insights for implicit and extensive shopper
behaviour analysis for marketing applications.

INDEX TERMS Open-world re-identification, triplet loss, deep neural network, top-view configuration.

I. INTRODUCTION
Person re-identification (re-ID) is the task of recognising
individuals at different locations and times, which involves
different camera views, poses and lighting [1]. This topic
has gained increasing interest in the computer vision com-
munity due to its challenging nature, and its important
practical role underpinning many visual surveillance func-
tionalities, including person searching and tracking across
disjointed cameras [2]. Person re-ID has been adopted in
several domains ranging from video surveillance to retail [3].
In a common real-world application, a watch list of known

people is given as the gallery/target set for searching through
a large volume of video recording locations where said people
are likely to return. This aspect is fundamental in retail to
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understand how customers schedule their shopping. The iden-
tification of regular and occasional customers allows tem-
poral purchasing profiles to be defined, which can correlate
customer temporal habits with other information, such as
expenditure amounts and numbers of purchased items. This
knowledge enables novel marketing strategies tailored to the
temporal and systematic behavior of each customer, as well
as new innovative services and increased customer awareness
based on shopping schedule recommendations [4], [5].
Video captured by store cameras usually contain people

who are not part of a watch list. Moreover, a target person
can appear similar to a non-target person whilst dissimilar to
target gallery videos due to significant changes lighting and
view angle conditions across camera views. To further aggra-
vate the problem, there may only be a single gallery image
(a one-shot) available for each target person, preventing the
effective learning of a target’s appearance variations. Facing
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FIGURE 1. Example of RGB-D videos acquired in a persistent crowded

environment with person identification. The figure depicts both RGB (left)

and Depth (right) streams, showing that the top-view approach allows to

avoid occlusions between people, a situation where the frontal approach

often fails.

re-ID issues becomes difficult in a crowded retail environ-
ment with many occlusions [6], especially where probe sets
contain mostly irrelevant (non-target) people. This problem
is called open-world re-ID [7]–[9]. For such a challenging
problem, depending on a fully automated system to provide
exhaustive accurate verification against each targeted indi-
vidual is neither scalable nor tractable. Nonetheless, it is
adequate to expect an automated system to produce some
screening by dealing with an easier problem: checking if a
targeted person is in a given set (group-based person verifi-
cation), whilst leaving themore challenging task of individual
identificationwithin the set for a human operator. Sincewatch
lists are typically small, human verification can be carried
out quickly and more robustly. Many approaches investigate
either the best feature representation [10]–[14] or the best
matching metrics [15], [16] when using person re-ID under
difficult appearance changes across camera views.
They are not suitable to reidentify people in the retail

environment as they assume a closed-world settingwith probe
sets containing exactly the same people in the gallery set. For
probe sets consisting of mostly non-target people (manymore
than those in the gallery set), the re-ID problem becomes
more arduous. They also do not consider retail environments
where analytic interactions and re-ID are developed with
the aim of learning shopper skills based on occlusion-free
RGB-D cameras in a top-view configuration [17]–[19].
Furthermore, reidentifying a person in more crowded

situations is a problem that remains largely unresolved due
to many serious issues, such as the exhibition of persis-
tent occlusion, appearance changes and dynamic or complex
backgrounds. All of these issues cause extreme problems
when encountered with a crowded environment, since con-
ventional surveillance technologies have difficulty under-
standing video (Figure 1).
This paper presents the first attempt to solve a more realis-

tic re-ID setting, facing these important issues using top-view
open-world (TVOW) person re-ID. Among TVOW’s impor-
tant characteristics is its basis on a pretrained deep convolu-
tional neural network (DCNN) that has been fine-tuned on
a dataset acquired via a top-view configuration. A special
loss function called triplet loss was used to train the network,
optimising the embedding space such that data points with
matching identities are closer to each other than those with

different identities. Similar to Herman’s work [20], triplet
loss allows end-to-end learning between input images and
a desired embedding space. We can also compare people
by computing the Euclidean distance of their embeddings.
In addition to the normal metrics used in a closed-set envi-
ronment, particular metrics were defined, employed and eval-
uated for an open-set environment. The TVOW perspective
was evaluated on a new publicly available dataset: TVPR2 for
person re-ID.1 The experimental results showed that the pro-
posed methods were suitable for this task, bringing different
and significative insights for implicit and extensive shopper
behaviour analysis in marketing applications.
The main contributions of this paper, compared to the

state of art, are: i) a solution, for real retail environments
with a great variability in data acquired, derived from a large
experience over 10.4 million shoppers observed in two years
in different types of stores and in different countries; ii) a
framework for shopper re-ID in crowded environments; iii) a
new dataset with an RGB-D camera in top-view configuration
with data acquired in a real retail environment that is publicly
available to the scientific community for testing and compar-
ing different approaches; iv) a new deep learning approach
based on triplet loss and able of working both in closet-set and
open-set environments; v) a comparison of TVOW approach
with state-of-the-art methods.
The paper is organised as follows. Section II provides

a description of the approaches used for people re-ID.
Section III describes our approach and offers details on the
TVPR2 dataset. In Section IV, we offer an extensive compar-
ative evaluation of our approach with respect to state-of-the-
art methods, as well as a detailed analysis of each component
of our approach. Finally, in Section V, we draw conclusions
and discuss future directions for this field of research.

II. RELATED WORKS
Open-set re-ID is much closer to practical video surveillance
applications but its low recognition rates under low false
accepted rates of existing results show that this setting is very
challenging [2]. Historically, the scientific community has
been devoted mainly to closed-set re-ID, a mature technol-
ogy [21] that is convenient and fair for conducting research
given its various baselines, datasets and evaluations.
However, open-set re-ID is a realistic approach that con-

siders irrelevant people (those not part of a gallery) during
recognition [22]. It can be defined as a person verification
task instead of person identification, allowing verification of
those who are part of a gallery and images in which those
subjects appear [23]. The evaluation metrics are different. In
fact, two metrics were defined by Zheng et al. [7], namely
high true target recognition (TTR) and low false target recog-
nition (FTR), which focus on calculating the likelihood of
target and non-target numbers of images being verified as
target identities.

1http://vrai.dii.univpm.it/content/tvpr2-dataset
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The first work for open-set re-ID was proposed by
Zheng et al. [24]. The authors showed a transfer rank-
ing framework for set-based verification. Another approach,
Cancela et al. [25], was based on online conditional random
field inference.
In Liao et al. [8], open-set re-ID was decomposed into

detection and identification while also being presented as two
generic evaluation metrics (i.e., identification rate and false
acceptance rate).
In Wang et al. [26], the authors tested a regularised kernel

subspace learning model for one-shot verification by learning
crossview identity-specific information from just unlabeled
data.
Zheng et al. [7] presented clearer descriptions of open-set

challenges and standard evaluation metrics, describing a
group-based setting and a transfer local relative distance com-
parison model for addressing label scarcity. For performance
evaluation, they used TTR and FTR.
Zhu et al. [9] proposed a hashing approach (cross-view

identity correlation) and introduced a large-scale setting char-
acterised by huge size probe images and an open person
population.
Common re-ID approaches are usually based on frontal

image datasets, but sensors installed in top-view configura-
tion have been revealed as especially effective in crowded
environments [6]. The latter configuration has several advan-
tages because it prevents occlusion due to objects and other
people while ensuring personal privacy, as faces are not
recorded. Liciotti et al. [27] proposed a method to extract
anthropometric features through image processing tech-
niques, then training machine-learning algorithms for re-ID
tasks. Their tests were carried out on a dataset of 100 people
acquired using a top-view RGB-D camera.
Haque et al. [28] developed an attention-based model that

deduces human body shape and motion dynamics by using
depth information. Their approach was a combination of con-
volutional and recurrent neural networks leveraging unique
4-D spatio-temporal signatures to identify small discrimi-
native regions indicative of human beings. Their tests were
assessed on a DPI-T dataset, which consisted of 12 persons
appearing in 25 videos while wearing different sets of cloth-
ing and holding different objects.
In [29], the authors started with a two-flow Convolutional

Neural Network (CNN) (one for RGB and one for depth)
and a final fusion layer. They improved on this approach
with a multimodal attention network [30], adding an atten-
tion module to extract local and discriminative features that
were fused with globally extracted features. In another work,
Lejbolle et al. [31] presented a SLATT network with two
types of attention modules (one spatial and one layer-wise).
The authors collected also the OPR dataset from a university
canteen, which was composed of 64 persons captured twice
(entering and leaving a room). However, these datasets are
not publicly available.
Recently, the person re-ID task is often solved using a

triplet loss function, with excellent performance. In the work

of Hermans et al. [20], the authors propose a batch hard
function expecially designed for person re-ID problem: they
show that, for both models trained from scratch or pretrained
ones, using a well designed triplet loss can outperform most
state-of-the-art methods. Yuan et al. [32] present a triplet
loss that achieves good performance with large-scale re-ID
datasets and has direct transferability with unseen datasets.
Our framework uses a triplet loss function based on the work
of Hermans et al. [20].
Due to Liciotti et al.’s success, and considering the advan-

tages of the triplet loss function in improving networks per-
formances, our study combine these approaches by the design
of TVOWwhich considers open-set scenario is closer to retail
applications than closed-set settings.

III. MATERIALS AND METHODS
In this section, we introduce the TVOW framework as well
as the dataset used for evaluation. The framework is depicted
in Figure 2. We use a novel modified DCNN for re-ID that is
composed of the following phases:

• Data Acquisition: The dataset is acquired through the
use of an RGB-D camera.

• Person Detection: Using the depth channel, people can
be detected.

• Preprocessing: By combining depth information with
RGB information, the background is removed from the
image and only the important information (the person)
remains.

• Triplet Loss DCNNs: Data augmentation techniques are
used to fine-tune the networks, which are pretrained on
the ImageNet dataset [33]. The triplet loss function is
used for network training.

• Evaluation: Defining and evaluating specific metrics for
this work.

Further details are given in the following subsections. The
framework is comprehensively evaluated using the publicly
available TVPR2 dataset.

A. TVPR2 DATASET

In this work, we collected a new dataset for person re-ID
called TVPR2 (Top-View Person Re-identification 2). It was
acquired following the procedure outlined in [27], which is
closer to realistic settings. The dataset comprises 235 videos
containing RGB and depth information. Each person during
a recording session walked with an average gait within the
area under the camera in one direction, then it turned back and
repeated the same route in the opposite direction. The number
of people present in the videos also varies from one to eleven
with the entire dataset comprising 1027 unique individuals.

B. PREPROCESSING

The first problem to solve in a crowd environment is how to
isolate individual people in each frame. Once isolated, we can
proceed to extracting personal features and performing re-ID.
Before using the dataset, individual frames were subjected
to a preprocessing phase, shown in Figure 3. Firstly, RGB
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FIGURE 2. TVOW framework. Four phases are followed: Data acquisition, Person Detection, Data processing, Training of the Triplet Loss DCNN and

performance evaluation.

FIGURE 3. Preprocessing phase for the people detection task on an

example frame of TVPR2 Dataset. (a) Frame Extraction for both streams.

(b) Threshold on the Depth channel based on person’s height.

(c) Background subtraction by using the contour with the biggest area.

and Depth frames are extracted from their related streams,
whichwas temporally and spatially synchronized. These have
dimensions 320 ⇥ 240 pixels. A person detection algorithm
made a crop of each person using a 150⇥150 pixel bounding
box. This was made possible by using the depth channel
and a threshold for a person’s minimum height. In this way,
noise produced by the frame background was removed to
allow focusing on more important details (i.e., the person).
The 150 ⇥ 150 pixel size was chosen experimentally, given
the average dimensions of people in the dataset of between
80 ⇥ 80 and 125 ⇥ 125 pixels. As a further improvement,
it was possible to use the depth information to remove the
background inside the cropped image. This step was imple-
mented using the previous mask to determine the outline with
the largest area and then remove everything outside of that
area. These cropped images were then used as input for our
deep learning method.

C. TRIPLET LOSS DCNNs

Before training the networks, data augmentation techniques
were applied to increase the dataset and improve network

performance. Subsequently, images were given as input to
a DCNNs. In this phase, various state-of-the-art networks
were tested, pretrained on the public ImageNet dataset and
then retrained on the TVPR2 dataset using the fine-tuning
technique. The network has been trained using a triplet hard
loss. With this technique, the input image a (anchor) is trans-
formed into a feature embedding space. An image p of the
same class (defined as hard positive) is taken as an image n
of a different class (defined as hard negative). The network
is subsequently trained to bring the anchor a closer to the
hard positive p while simultaneously moving it away from
the hard negative n. For the triplet loss function, we used the
batch hard function proposed in [20], designed for person
re-ID tasks: they show that, for both models trained from
scratch or pretrained ones, using a well designed triplet loss
can outperformmost state-of-the-art methods. Batches of PK
frames are created by randomly sampling P person IDs and
K frames of each person. The triplet used to calculate the
loss function is determined by selecting the hardest positive
and the hardest negative samples within the batch for each
sample a of the batch itself. Our triplet loss is defined as
follows:

LTriplet =

all anchorsz }| {
PX

i=1

KX

a=1

+[m+
hardest positivez }| {
max
p=1..K

D(ai, pi)

�
hardest negativez }| {
min
j=1..P
n=1..K
j6=1

D(ai, nj)] (1)

where the hard positive samples refer to poses of the same
person in different frames and hard negative samples refer to
similar-looking people.
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D. EVALUATION METRICS

In literature, there are few evaluation metrics for the open-set
environment. The only existing ones were studied in [34]
and are described below. Liao et al. [8] proposed calculating
the cumulative matching curve (CMC) rate (usually used
for close-set re-ID) at a fixed false accept rate to indicate
the likelihood of misidentifying a person. In the work of
Wang et al. [26], the false accept rate evaluation was used
on two standard datasets for frontal person re-ID. According
to [34], neither of these two studies worked well because the
CMC metric is dependant on similar identity correspondence
in a closed-set scenario. A completely different approach was
used by Zheng et al. [7] and Zhu et al. [9] which adopted
the True Target Rate (TTR) and False Target Rate (FTR)
for evaluation in an open-set environment. We will use these
metrics in our approach. Should several non-target persons
be placed in the probe population, the aim is not only to
measure performance based on howwell target probe persons
are matched, but also how badly non-target persons pass
through the verification process. To evaluate the performance
of different open-set environment methods, we will compare
their measured TTR values.
To evaluate various approaches under a different verifica-

tion standard, we can compare their TTR values against a
series of given FTR values. We can describe TTR and FTR
values in the following equations:

TTR = Nt2t
Nt

; (2)

FTR = Nnt2t
Nnt

; (3)

where TTR is the number of accurate verificationsNt2t (target
probe images are matched in the gallery) divided by the
number of probe images from target persons Nt and FTR
is the number of false verifications Nnt2t (non-target probe
images treated as target persons) divided by the number of
probe images from non-target persons Nnt .
Although TTR differs from the CMC rate, it also indicates

the probability of the correct target, which means they can
considered comparable to some extent.
For evaluation, according to [34], TTR values (with cer-

tain FTR values) are preferred over traditional CMC rates.
TTR values can measure performance by verifying target
and non-target persons, and are independent of one-to-one
identity correspondence (a closed-set hypothesis).
TTR and FTR values must be calculated using the same

test, and their purpose is to show how the network behaves
in the presence of people unknown to it. The optimal result
would be a high value of TTR with a low FTR value, showing
that the network succeeded in correctly separating targets
from non-targets.
A high FTR value, regardless of the corresponding TTR

value, would mean the network had failed to exclude
non-targets and subsequently assigned them identities of
targets. To calculate pairs of these parameters, we use the
following matching algorithm:

TABLE 1. Mean average precision for close-set configuration.

• Calculate the Euclidean distance d(exp,exgi ), between the
probe exp and all gallery vectors exgi defined as i⇤ =
argmini d(exp,exgi ) considering the i⇤th element of the
gallery as the identity to assign to the probe.

• Given a threshold �m, we identify personexp as target if
d(exp,exgi⇤ ) < �m. Otherwise, the person is a non-target.

• We consider a person a target when d(exp,exgi⇤ ) < �m
and simultaneously exgi⇤ and exp belongs to that person.
Otherwise, exp is treated as a non-target.

• The steps are repeated for each vector of probe.
• TTR and FTR values are calculated according to
Equations 3.

IV. RESULTS AND DISCUSSIONS
In this section, the results of the experiments conducted using
the TVPR2 dataset are presented. Our experiments were sep-
arated in two phases. First, we used the new TVPR2 dataset to
find the best combination of hyperparameters and backbone
network. Second, we tested the best configuration on a state-
of-the-art dataset, namely the TVPR dataset [27].
Our approach was tested using the backbones of sev-

eral state-of-the-art networks, pretrained using the ImageNet
dataset, then fine-tuned on our TVPR2 dataset. The chosen
networks were:

• ResNet-50 [35], fine-tuned on Layer4, with 68,9 Mil-
lions of parameters;

• ResNext-50 [36], fine-tuned on Layer4, with 25Millions
of parameters;

• DenseNet-161 [37], fine-tuned on DenseBlock4 Layer,
with 28.7 Millions of parameters;

• GoogleNet [38], fine-tuned on Inception5b Layer, with
6.7 Millions of parameters.

The dataset used for testing was TVPR2. During network
training, data augmentation techniques, such as flipping, rota-
tion, random crop and padding, were used.
The tests were carried out initially using a close-set con-

figuration through the mean average precision (mAP) metric
and CMC curves. In the second phase, an open-set envi-
ronment was tested using various combinations of TTR and
FTR values. The tests were repeated with a variable num-
ber of id. Our networks were trained sequentially with 100,
300 and 1000 people from the dataset. The metrics used in
this particular configuration were the mAP and the CMC.
Table 1 shows the mAP for each tested network. By contrast,
Figure 4 compares the CMC curves of every backbone for
three different ranges of a person’s IDS.
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FIGURE 4. CMC curves for close-set configuration. The tests were repeated with a variable number of ids: (a) 100 people, (b) 300 people and

(c) 1000 people.

These results indicate increasing the number of people in
the phase of training results in performance deterioration.
In particular, the GoogleNet exhibited more difficulty when
learning and the largest deterioration with more people. The
most stable networks were ResNet and ResNext.
As shown by the CMC curves (Figure 4), the performances

by ResNet, ResNeXt and DenseNet were very similar. The
rank1 exceeded 90%, indicating no particular increase with
higher rank. GoogleNet remains worst performing network.
As the the best results (on average) were obtained using

ResNext-50 as the backbone network (with retraining via
fine-tuning on Layer4), this configuration was used for the
next comparison. The following tests were then performed
to evaluate performance in an open-set environment. In this
situation, there are an unknown number of people that the
network has not used for the training. The objective of these
tests is to judge the ability of the networks to correctly identify
already known targets while discerning unknown non-targets.
To do this, new state-of-the-art metrics have been chosen,
TTR and FTR values, already introduced in previous sections.
The experiments were performed by varying the number of
targets, using 100, 300 and 500 people per trial. For each of
these cases, we then increased the number of non-targets by
a percentage value of 10%, 50% and 100% compared to the
number of targets, as shown in Figure 5.
The first graph (Figure 5(a)) compares TTR and FTR

values by using 100 targets and 10 non-targets for testing.
This graph indicates how obtaining a lowFTRvalue generally
leads to a decreased TTR value. For an FTR value of 30%,
the TTR is closer to 100%, a situation caused by the posi-
tioning of non-targets in the feature space. For a threshold
of 30%, most of the non-targets’ features are far from those
of the targets, while going below 30% non-targets caused the
targets to start moving closer and creating confusion. The
TTR value decreased because the matching algorithm applied
a threshold on the distance, which considered all features
beyond it as belonging to non-targets. Regarding network
performance, the results are clear: ResNeXt was more robust
than the others.
The graphs on the left of Figure 5 show the metrics vari-

ation when the number of targets is increased while main-
taining the percentage of non-targets. Figure 5(b) compares

TTR and FTR values by using 300 targets and 30 non-targets
and Figure 5(c) compares TTR and FTR values given input
of 500 targets and 50 non-targets. The shape of the curves is
similar to the case with 100 targets, but the values decreased
generally as the number of targets increased. This result was
predictable as other metrics deteriorated for the same reasons.
In the 500 target case, however, there was an anomalous
worsening of ResNext.
The graphs on the right of Figure 5 show the effect of

increasing the number of non-targets from 10% (Figure 5(a))
to 50% (Figure 5(d)) and 100% (Figure 5(e)). The difference
between the 10% and 50% cases is a slight deterioration
in the TTR value given an FTR value range between 10%
and 20%. This difference is caused by additional non-targets
being positioned around the threshold values and being inter-
preted as targets. Increasing non-targets from 50% to 100%
produced practically identical graphs, indicating the new
non-targets were distributed in the same positions as the old
ones. This behaviour is due to the operating principle of the
triplet networks; in fact, they learn to cluster classes and this
effect extends beyond learned classes to newly encountered
classes. This important result demonstrates the strength of
triplet networks in an open-set environment.
Table 2 provides a comparison of our approach, Triplet

Loss DCNN (TL-DCNN), with other state-of-the-art meth-
ods concerning person re-ID from a top-view perspective.
TVDH is the method of Liciotti et al. [27] to extract anthro-
pometric features through image processing techniques,
then training machine-learning algorithms for re-ID tasks.
In RGB-D-CNN, Lejbolle et al. [29] started with a two-flow
Convolutional Neural Network (CNN) (one for RGB and
one for depth) and a final fusion layer. Then they improved
this approach with a multimodal attention network called
MAT [30], adding an attention module to extract local
and discriminative features that were fused with globally
extracted features. In another work, Lejbolle et al. [31] pre-
sented a SLATT network with two types of attention modules
(one spatial and one layer-wise). Table 2 shows the results in
terms of CMC curves (rank-1, rank-5, rank-10 and rank-20).
As a final step, we tested and compared the TL-DCNN

approach with the most recent state-of-the-art approach
SLATT [31], using our TVPR2 dataset. The test was made
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FIGURE 5. TTR and FTR value results for an open-set environment. (a) Test on 100 targets and 10 non-targets. (b) Test on 300 targets and

30 non-targets. (c) Test on 500 targets and 50 non-targets. (d) Test on 100 targets and 50 non-targets. (e) Test on 100 targets and 100 non-targets.

TABLE 2. Test using the TVPR dataset to compare TL-DCNN with other

state-of-the-art methods.

TABLE 3. Testing using the TVPR2 dataset comparing TL-DCNN with

SLATT. Results are based on mAP and CMC curves.

in a closed-set environment with 100 targets. Table 3 shows
results of this comparison in terms of mAP and CMC curves
(rank-1, rank-5 rank-10 and rank-20).
Our method, based on depth information, allows a person

detection with the minimum possible error, because the RGB

andDepth frames are automatically synchronized by the cam-
era, both spatially and temporally. In this way, we can also
remove the noise due to the background around the person
(through the background removal phase) and then learn only
the main features of the person itself. Moreover, the use of
triplet loss with hard batch allows to train the network in
an efficient way, because it increases the distance between
the features of the sample frame (anchor) and the frames of
different people (negative), while it decreases the distance
with the frames of the same person but in different poses
(positive).
From these results, it is possible to evaluate which people

were not recognised more frequently and with whom they
were confused. Figure 6 highlights four examples of mis-
matched targets.
Finally, we have added a further test to compare our

depth-based method of person detection with a state-of-the-
art one: the Region of Interest (ROI) was extracted from the
original frame by using a You Only Look Once (YOLO)
detector, trained only on the RGB frames. In our approach,
we have improved the phase of ROI detection by using a
threshold on the depth channel. FromFigure 7, it is possible to
infer the improvements respect the two used methods. Using
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FIGURE 6. Examples of missmatched IDs for a visual analysis of the results. The first column shows the RGB frame of the

person in the test set (obviously the relative depth frame is also given as input). The others show representative images

for the first 5 predicted IDs. The red box figures the ground truth.

FIGURE 7. Preprocessing comparison for person detection. (a) Some incorrect detections using YOLO. (b) Correct

detections of identical targets using our approach based on depth information.
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the YOLO-based method, several errors are committed in
person detection: the person could be partially picked up,
or shot differently on continuous frames; or even confused
with some objects (Figure 7.a). Our approach ensures that a
height threshold is set on the depth channel, so as to remove
all the lower objects than people. Furthermore, the detection
will be done only on objects that have passed a certain limit
area, to be sure that they are really people. Finally, using the
depth information, the background will be removed and only
the person’s information will remain(Figure 7.b).

V. CONCLUSION AND FUTURE WORKS
We have presented a novel deep learning framework for
person re-ID, the TVOW approach, able to work in both
closed-set and open-set environments. The approach is based
on a pretrained DCNN, fine-tuned on a dataset acquired with
a top-view configuration. A special loss function, triplet loss,
was also used to train the network. In addition to the normal
metrics used in a closed-set environment, particular metrics
were also used to work in an open-set environment. The paper
describes one of the more extensive test based on real data
from real retail scenarios in the literature.
The results showed that the proposed methodology is suit-

able and accurate, overcoming and advancing the state of
the art. For this purpose, TVPR2, a new public dataset was
collected and shared with the framework source codes to
ensure comparisons with the proposed method and future
improvements and collaborations over these challenging sce-
narios. The results yield high accuracy and demonstrate the
effectiveness and the suitability of the proposed approach,
especially for crowded scenario where accurate people count-
ing and re-identification is needed (i.e. intelligent retail
environments).
Future works should improve and better integrate the

triplet loss DCNNs with more complex architectures able
to improve performances. Incremental learning methods will
be investigated to improve the on-line performances of the
re-identification algorithm. Further investigation on DCNNs
generalisations are needed to prove the effectiveness of the
approach in very different retail categories (from grocery
to fashion) and in cross-country human behaviours and
attitudes.
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